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COVERING CONDITIONS FOR IDEALS IN SEMIRINGS

PEYMAN NASEHPOUR

Abstract. In this paper, we prove prime avoidance for ringoids. We also
generalize McCoy’s and Davis’ prime avoidance theorems in the context of
semiring theory. Next, we proceed to define and characterize compactly packed
semirings and show that a commutative semiring is compactly packed if and
only if each prime ideal is the radical of a principal ideal. Finally, we calculate
the set of zero-divisors of some monoid semimodules over compactly packed
semirings in terms of their prime ideals.

0. Introduction

Prime avoidance is a fundamental result in commutative ring theory, discussed
in many commutative algebra textbooks including [11, 16, 24, 25, 27], which has
applications in algebraic geometry (cf. [10, p. 200], [17, p. 204], [22, p. 555], [50,
p. 44], and [56]), algebraic number theory ([1, p. 65]), group schemes of finite type
(cf. [30, p. 597]) and homological algebra (cf. [8, p. 145] and [46, p. 490]).

In his celebrated paper, McCoy [29, Theorem 1] proved that if I and {Ai}ni=1

are ideals of a commutative ring R with I ⊆ ⋃n
i=1 Ai such that I is not contained

in the union of any n− 1 of ideals Ai, then there is a positive integer k such that
Ik ⊆ ⋂n

i=1 Ai. A corollary to this beautiful result is a covering condition for radical
ideals in this sense that if an ideal I is contained in a union of finitely many radical
ideals {Ai}ni=1, then I is contained in at least one of them [28, p. 163-4]. What
is known as “prime avoidance” in commutative algebra is, in fact, a corollary to
the latter result, and this is why Kaplansky attributes it to McCoy. However,
the only book that the author found discussing prime avoidance in the context of
noncommutative algebra is Rowen’s work (see Proposition 2.12.7 in [47]). The main
purpose of this paper is to investigate these covering conditions in ringoid theory,
especially within the framework of semiring theory. Since the language of ringoid
theory is not standardized yet, we need to establish some terminology.

Let us recall that a set M with a map M × M → M defined by (x, y) 7→ xy
is a magma [52, Definition 1.1]. A bimagma (R,+, ·) is a ringoid [45, p. 206] if
multiplication “·” distributes on addition “+” from both sides, i.e., for all r, s, and
t in R,

r(s+ t) = rs+ rt and (s+ t)r = sr + tr.

If (R,+, ·) is a ringoid then (R,+) and (R, ·) are the additive and multiplicative
magmas of R, respectively. Ringoids are the most general among all ring-like alge-
braic structures although different from the so-called ringoids investigated in [51].
In §1, we discuss ringoids and provide examples, including nonassociative semirings
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2 PEYMAN NASEHPOUR

and Newman algebras (check Theorem 1.4). In §2, we discuss ideals of ringoids.
Similar to semiring theory, we say that a nonempty subset I of a ringoid R is a
left (right) ideal of R if (I,+) is a submagma of (R,+) and ra ∈ I (ar ∈ I), for all
r ∈ R and a ∈ I. A nonempty subset I of a ringoid R is an ideal of R if it is both a
left and a right ideal of R. We collect all left (right) ideals of a ringoid R in Idl(R)
(Idr(R)). Also, we collect all ideals of a ringoid R in Id(R).

A left (right) ideal I of a ringoid R is subtractive if x + y ∈ I and x ∈ I imply
that y ∈ I, and x+y ∈ I and y ∈ I imply that x ∈ I, for all x, y ∈ R (see Definition
2.9). A ringoid is subtractive if each of its ideals is subtractive. In Theorem 2.12,
we show that if A, B, and C are left (right) ideals of a ringoid (R,+, ·) such that
C ⊆ A ∪B and A and B are subtractive, then either C ⊆ A or C ⊆ B.

A left (right) ideal I of a ringoid R is proper if I 6= R. Inspired by the definition
of prime ideals in nonassociative ring theory (see Definition 1 in [4]), we say that a
proper ideal P of a ringoid R is prime if (a)(b) ⊆ P implies either a ∈ P or b ∈ P ,
for all a and b in R (see Definition 2.16). We collect all prime ideals of a ringoid R
in Spec(R).

In Theorem 2.18, we prove that a proper ideal P of a ringoid R is prime if and
only if IJ ⊆ P implies either I ⊆ P or J ⊆ P , for all ideals I and J of R. In
Theorem 2.19, we verify that if {Pi}ni=1 is a family of prime ideals of a ringoid R
and I is an ideal of R such that for each i ∈ Nn there is an element ai ∈ I with
ai ∈ Pi but ai /∈ Pk for each k 6= i, then for each l ∈ Nn, there is an element bl
belonging to I and each Pi except Pl. We use this, to generalize prime avoidance
for ringoids as follows:

Let P1, . . . , Pn be subtractive prime ideals of a ringoid (R,+, ·). Let I be an
ideal of R with I * Pi, for each i ∈ Nn. Then, there is an element a ∈ I avoiding
to be in any of the Pis, i.e., a ∈ I \⋃n

i=1 Pi (see Theorem 3.1). Note that this is a
generalization of Behren’s prime avoidance for nonassociative rings [4, Satz 3].

Semirings, which have recently gained the attention of many algebraists and
computer scientists, are interesting generalizations of rings and bounded distribu-
tive lattices. They also have essential applications across various fields in science
and engineering [19, 20, 21, 23]. In this paper, a ringoid (S,+, ·) is a semiring if
(S,+, 0) is a commutative monoid, (S, ·, 1) is a monoid, and 0 (6= 1) is an absorbing
element of (S, ·), i.e., s · 0 = 0 = 0 · s, for all s ∈ S. If all above conditions are
satisfied, but the multiplication is not necessarily associative, we say that S is a
nonassociative semiring.

In §3, we prove a generalization of prime avoidance in another direction. In
Theorem 3.3, as a generalization to prime avoidance in noncommutatve algebra
[47, Proposition 2.12.7], we prove that if an ideal of a semiring S is contained in
a union of n subtractive ideals of S and at least n − 2 of them are prime, then
it is contained in some of them. Note that the topological interpretation of the
given result is that if S is a subtractive semiring and a finite number of points are
contained in an open subset then they are contained in a smaller principal open
subset (check Theorem 3.5).

Next in this section, we proceed to prove Davis’ version for prime avoidance in
the context of semiring theory (check Theorem 3.6). Note that Davis’ version of
prime avoidance in commutative ring theory has some applications in grades of
ideals (see Theorem 124 and Theorem 125 in [24]).
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In §4, we generalize McCoy’s results on finite unions of ideals in commutative
semirings. Note that a semiring S is commutative if ab = ba, for all a and b in S.
In Theorem 4.2, we show that if n ≥ 3 is a positive integer, and I and {Ai}ni=1 are
ideals of a subtractive commutative semiring S such that the covering I ⊆ ⋃n

i=1 Ai

is efficient, then there is a positive integer k such that

Ik ⊆
n
⋂

i=1

Ai.

Two corollaries to this result are two covering conditions which we call them
“McAdam’s radical ideal avoidance for semirings” (see Corollary 4.3) and “Mc-
Coy’s semiprime avoidance for semirings” (see Corollary 4.4). Recall that a cover-
ing I ⊆ ⋃n

i=1 Ai is efficient if I is not contained in the union of any n − 1 of Ais
[28, §2].

We devote §5 to “arbitrary prime avoidance property” (see [12] and Definition
2.2 in [31]) which is defined in the context of semiring theory as follows:

• For an arbitrary family of prime ideals {Pα} and any ideal I of a semiring
S, the inclusion I ⊆ ⋃

α Pα implies I ⊆ Pα, for some α.

The ring version of this property has been investigated in [43, 44, 53, 55]. In
Definition 5.1, we call semirings with this covering condition “compactly packed”,
and next, we prove that the following statements are equivalent (see Theorem 5.3)
for a commutative semiring S:

(1) The semiring S is compactly packed.
(2) For an arbitrary family of prime ideals {Pα} and any prime ideal Q of S,

the inclusion Q ⊆ ⋃

α Pα implies Q ⊆ Pα, for some α.
(3) Each prime ideal of S is the radical of a principal ideal in S.
(4) Each radical ideal is the radical of a principal ideal.

A semiring is considered proper if it is not a ring [23, p. 9]. Our generalizations
will be more meaningful if we can provide some compactly packed proper semirings.
This task is accomplished in Example 5.2, Proposition 5.5, and Proposition 5.6.

Let S be a semiring. A commutative monoid (M,+, 0) is, by definition, an
S-semimodule [20, §14] if there exists a scalar multiplication function

λ : (S,M) → M defined by λ(s,m) = sm,

with the following properties for all s, t ∈ S and m,n ∈ M :

(1) (st)m = s(tm) and 1m = m,
(2) (s+ t)m = sm+ tm and s(m+ n) = sm+ sn,
(3) 0m = 0 and s0 = 0.

In §6, we discuss zero-divisors on semimodules. Recall that an element s in
a commutative semiring S is a zero-divisor on the S-semimodule M if there is a
nonzero element m in M such that sm = 0. All zero-divisors on M are collected
in Z(M). In Proposition 1.15 in [2], it is proved that the set of zero-divisors of a
commutative ring is a union of radicals of annihilator ideals. As a generalization to
this result, we show that the set of zero-divisors of a semimodule over a commutative
semiring is a union of radicals of M -annihilator ideals of S (see Proposition 6.3).
By definition, an ideal I of S is an M -annihilator ideal if I = Ann(X), for some
nonempty X ⊆ M .

Similar to module theory, an S-semimodule M over a commutative semiring S
has a.c.c. (d.c.c.) on its M -annihilator ideals if any ascending (descending) chain
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of M -annihilator ideals of S terminates at some point. Recall that a semimodule
M over a commutative semiring S has “very few zero-divisors” if the set of zero-
divisors Z(M) of M is a finite union of prime ideals in Ass(M) (see Definition 2.7 in
[33]). As a generalization of Corollary 2.9 in [33], we show that if S has a.c.c. and
d.c.c. on its M -annihilator ideals, then M has very few zero-divisors (see Theorem
6.5).

Recall that a prime ideal P of a commutative semiring S is an associated prime
ideal of an S-semimodule M if there is an m ∈ M such that

P = Ann(m) = {s ∈ S : sm = 0}.

All associated prime ideals of a semimodule M are collected in Ass(M) [33]. An
S-semimodule M has Property (A) if each finitely generated ideal I of S with
I ⊆ Z(M) has a nonzero annihilator in M (Definition 2.14 in [33]). In Theorem
6.7, we use semiring version of prime avoidance to prove that if I is an ideal of
a commutative semiring S and M a Noetherian S-semimodule, then I ⊆ Z(M)
implies that I ⊆ P , for some P ∈ Ass(M). This fact that a Noetherian module
over a Noetherian commutative ring has Property (A) is considered “among the
most useful” results in commutative algebra by Kaplansky [24, p. 56].

In §6, we proceed to generalize another result of Davis and prove that if a com-
mutative semiring S has few zero-divisors, then its total quotient semiring Q(S) is
semi-local (check Theorem 6.11). Recall that a commutative semiring is semi-local
if it has finitely many maximal ideals. Moreover, in Definition 6.9, we say a com-
mutative semiring S has few zero-divisors if Z(S) is a finite union of subtractive
prime ideals of S. A corollary to Theorem 6.11 is that if a commutative semiring
S has a.c.c. on its annihilator ideals, then Q(S) is a semi-local Kasch semiring (see
Corollary 6.14). Note that we say a commutative semiring S is a Kasch semiring
if each maximal ideal of S is of the form Ann(x), for some x ∈ S (see Definition
6.13).

In the final phase of §6, we prove that if S is a compactly packed commutative
semiring, M an S-semimodule with Property (A) and Z(M) =

⋃

α∈A Pα, where
Pαs are prime ideals of S, and G is a cancellative torsion-free commutative monoid,
then Z(M [G]) =

⋃

α∈A Pα[G] (see Theorem 6.16). Similarly in Theorem 6.17,
we show that if S is a compactly packed Noetherian commutative semiring, M
an S-semimodule, and G is a cancellative torsion-free commutative monoid, then
Z(M [G]) = ∪P∈Ass(M)P [G].

Golan’s book [20] is a general reference for semiring theory, and our terminology
closely follows it.

1. Ringoids and some examples

A bimagma (R,+, ·) is a ringoid [45, p. 206] if multiplication “·” distributes on
addition “+” from both sides. We say a ringoid R is with zero if there is an element
0 in R such that 0 is a neutral element for the magma (R,+) and an absorbing
element for the magma (R, ·).

Now, let {Rα}α be a family of ringoids. Define addition and multiplication on
the direct product

∏

α Rα of the given ringoids componentwisely. Additionally, let
each ringoid Rα be with zero. Define their direct sum

⊕

α Rα consisting those
elements in

∏

α Rα whose components are zero except finitely many of them.
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Proposition 1.1. If {Rα}α is a family of ringoids, then their direct product
∏

α Rα

equipped with componentwise addition and multiplication is also a ringoid. On the
other hand, if each Rα is with zero, then

∏

α Rα is with zero and
⊕

α Rα is a
subringoid of

∏

α Rα.

Proof. Straightforward. �

Examples 1.2. In the following, we give some examples of ringoids:

(1) Examples of ringoids with zero include neorings introduced in §2 of Bruck’s
paper [9].

(2) We say a ringoid H with zero is an NA-hemiring (i.e., a nonassociative
hemiring) if (H,+, 0) is a commutative monoid. Note that if H is an NA-
hemiring and X an indeterminate over H , then the set of all polynomials
H [X ] and formal power series H [[X ]] are NA-hemirings.

Definition 1.3. Let (R,+, ·) be a ringoid.

(1) R is multiplicatively unital, if there is an element 1 ∈ R with 1r = r1 = r,
for all r ∈ R.

(2) R is multiplicatively idempotent if rr = r, for all r ∈ R.
(3) A multiplicatively unital ringoid R with zero is complemented if for any

r ∈ R, there is a unique r′ ∈ R with

r · r′ = r′ · r = 0 and r + r′ = r′ + r = 1.

(4) A multiplicatively unital ringoid (S,+, ·) with zero is an NA-semiring (i.e.,
a nonassociative semiring [14]) if 0 6= 1 and (S,+, 0) is a commutative
monoid. One may consider the family of NA-semirings a generalization of
NA-rings discussed extensively in Schafer’s classical book [49].

(5) If the multiplication of an NA-semiring S is associative by change, then S
is simply called a semiring [20].

Now, we proceed to give a particular family of NA-semirings called in the litera-
ture Newman algebras [6, 13*]. Let us recall that an algebraic system (N,+, ·, 0, 1)
is a Newman algebra [41, 42] if the following conditions hold:

(1) (N,+, 0) is a unital magma,
(2) The element 1 is a right identity element for the magma (N, ·),
(3) Multiplication distributes on addition from both sides,
(4) For any a ∈ N , there is an element a′ ∈ N with aa′ = 0 and a+ a′ = 1.

Theorem 1.4. Any Newman algebra (S,+, ·, 0, 1) with 0 6= 1 is a complemented
multiplicatively idempotent NA-semiring.

Proof. By T1 on p. 49 in [6], S is multiplicatively idempotent. By T2 and N4′

and the discussion between the mentioned results, S is complemented. By T3, the
element 0 is an absorbing element of the magma (S, ·). By N2′, the element 1 is an
identity element for (S, ·), and so, (S, ·, 1) is a unital magma. By Exercise 8 on p.
52 in [6] (for a complete proof, see P17 and P18 in [41]), (S,+, 0) is a commutative
monoid and the proof is complete. �

2. Some remarks on ideals of ringoids

Proposition 2.1. Let {Iα} be a family of left (right) ideals of a ringoid R such
that

⋂

α Iα is nonempty. Then,
⋂

α Iα is a left (right) ideal of R. The smallest left
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(right) ideal of a ringoid R containing a nonempty subset X of R, denoted by (X)l
((X)r) is

(X)l =
⋂

X⊆I∈Idl(S)

I



(X)r =
⋂

X⊆I∈Idr(S)

I



 .

Proof. It is straightforward to see that
⋂

α Iα is a submagma of (R,+). Now,
let r ∈ R and x ∈ ⋂

α Iα. Since Iα is a left (right) ideal of R for each α, the
element rx (xr) is in Iα, for each α. Therefore, rx (xr) ∈ ⋂

α Iα showing that
⋂

α Iα is a left (right) ideal of R. Now, it is evident that (X)l =
⋂

X⊆I∈Idl(S) I

((X)r =
⋂

X⊆I∈Idr(S) I) is the smallest left (right) ideal of R containing X . This

completes the proof. �

Corollary 2.2. If Iα is an ideal of a ringoid R for each α, then their intersection
⋂

α Iα is also an ideal of R if it is nonempty. In particular, if X is a nonempty
subset of R, the smallest ideal of R containing X, denoted by (X), exists and is

(X) =
⋂

X⊆I∈Id(S)

I.

Remark 2.3. If in a ringoid R, there is an element 0 being an absorbing element
of the multiplicative magma of R, i.e., r0 = 0r = 0, for all r ∈ R, then each ideal
I of R contains the element 0, and so, any intersection of ideals of such ringoids is
automatically nonempty.

Definition 2.4. The smallest ideal of a ringoid R containing an element x ∈ R,
denoted by (x), is called the principal ideal of R generated by x. A ringoid R is
called to be a principal ideal ringoid if each ideal of R is principal.

Similar to ring and semiring theory, the addition of two nonempty subsets I and
J of a ringoid R, denoted by I + J , is defined as follows:

I + J = {a+ b : a ∈ I, b ∈ J}.
Definition 2.5. We define a ringoid (R,+, ·) to be additively medial if for all a, b,
c, and d in R, we have

(a+ b) + (c+ d) = (a+ c) + (b + d).

Proposition 2.6. Let I and J be left (right) ideals of an additively medial ringoid
R. Then, I + J is also a left (right) ideal of R.

Proof. Let a + b and c + d be elements of I + J . Since R is additively medial, we
have

(a+ b) + (c+ d) = (a+ c) + (b+ d) ∈ I + J

showing that I+J is a submagma of (R,+). Now, let a+ b be an element of I+J .
Since I and J are left (right) ideals of R, we observe that

r(a+ b) = ra+ rb ∈ I + J ((a+ b)r = ar + br ∈ I + J).

Thus I + J is a left (right) ideal of R and the proof is complete. �

Corollary 2.7. Let R be a ringoid such that its additive magma is a commutative
semigroup. Then, addition of two left (right) ideals of R is a left (right) ideal of R.

Proof. If the additive magma of R is a commutative semigroup, then the ringoid R
is additively medial. �
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The multiplication of two nonempty subsets I and J of a ringoid R, denoted by
IJ , is defined as follows:

IJ = {ab : a ∈ I, b ∈ J}.
Proposition 2.8. Let I be a right and J be a left ideal of a ringoid R. Then,
IJ ⊆ I ∩ J .

Proof. Since I is a right ideal of R, we have

IJ ⊆ IR ⊆ I.

Similarly, since J is a left ideal of R, we have IJ ⊆ RJ ⊆ J . This completes the
proof. �

Eilenberg and Schützenberger defined and investigated subtractive submonoids
of commutative monoids in [15]. Note that subtractive subsemigroups which have
applications in automata theory [48] and subtractive ideals of semirings are defined
similarly [20, p. 66]. In the following, we define subtractive ideals of ringoids:

Definition 2.9. Let (R,+, ·) be a ringoid. A left (right) ideal I of R is subtractive
if x+ y ∈ I and x ∈ I imply that y ∈ I, and x+ y ∈ I and y ∈ I imply that x ∈ I,
for all x, y ∈ R.

Proposition 2.10. If Iα is a left (right) subtractive ideal of a ringoid R for each
α ∈ A and

⋂

α∈A Iα 6= ∅, then ⋂

α∈A Iα is also a subtractive left (right) ideal of R.

Proof. Straightforward. �

If the additive operation + on a ringoid (R,+, ·) is associative, then the term

x1 + x2 + · · ·+ xn

can be unambiguously computed ([7, Theorem 1]). However, if + is not associative,
then the value of the term

x1 + x2 + · · ·+ xn

is ambiguous and in order to clarify the value of the term, we need to specify the
order of operations using parentheses. Based on this discussion, let

A(x1, x2, . . . , xn)

represent the set of all possible ways to parenthesize the term x1 + x2 + · · ·+ xn to
be able to compute it unambiguously (cf. Corollary 6.2.3(iii) in [54]).

Proposition 2.11. Let I be a subtractive left (right) ideal of a ringoid (R,+, ·).
Let {xi}ni=1 be a finite family of elements in R and x an arbitrary element of the
set

A(x1, x2, . . . , xn).

If x ∈ I and xi ∈ I for each i 6= m, then xm ∈ I.

Proof. A straightforward strong induction on n finishes the job. �

The following is an easy but useful “covering condition” for subtractive ideals of
ringoids:

Theorem 2.12. Let A, B, and C be left (right) ideals of a ringoid (R,+, ·) such
that C ⊆ A ∪B and A and B are subtractive. Then, either C ⊆ A or C ⊆ B.
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Proof. On the contrary, assume that C is not contained in any of A and B. Then,
we can find an x in C such that x is not an element of A \B, and also, we can find
a y in C such that y is not an element of B \A. Observe that

c = x+ y ∈ C ⊆ A ∪B.

Now, if c ∈ A, then from y ∈ A, we obtain that x ∈ A (because A is subtractive),
a contradiction. Also, if c ∈ B, then from x ∈ B, we obtain that y ∈ B (because B
is subtractive), again a contradiction. This completes the proof. �

Theorem 2.13. Let X be a nonempty subset of a ringoid (R,+, ·) with zero. Also,
let (R, ·) be a semigroup. Then,

Annl(X) = {r ∈ R : rX = {0}} (Annr(X) = {s ∈ R : Xs = {0}})
is a subtractive left (right) ideal of R.

Proof. We prove the statement for L = Annl(X). The statement for Annr(X) is
proved similarly. If a, b ∈ L, then aX = bX = {0}. Since 0 is a neutral element of
the magma (R,+), we have

(a+ b)X ⊆ aX + bX = {0}+ {0} = {0}.
This shows that a+ b ∈ L. Now, let r ∈ R. Since multiplication of R is associative
and 0 annihilates all elements of R, we have

(ra)X = r(aX) = r{0} = {0}.
So, ra ∈ L. It follows that Annl(X) is a left ideal of R. Now, suppose that a+b ∈ L.
If a ∈ L, then,

(a+ b)X = {0} and aX = {0}.
Using distributivity, we can deduce that bX = {0} showing that b ∈ L. Similarly,
if b ∈ L, then a ∈ L. Thus Annl(X) is subtractive and the proof is complete. �

Definition 2.14. Let (R,+, ·) be a ringoid with zero such that (R, ·) is a semigroup.
A left (right) ideal I of R is a left annihilator ideal of R if

I = Annl(X) (I = Annr(X)).

Proposition 2.15. Let (R,+, ·) be a ringoid with zero such that (R, ·) is a semi-
group. An arbitrary intersection of left (right) annihilator ideals of R is a left
(right) annihilator ideal of R.

Proof. Let {Xα} be a family of nonempty subsets of R. It is easy to verify that
⋂

α

Annl(Xα) = Annl(∪αXα) and
⋂

α

Annr(Xα) = Annr(∪αXα).

This completes the proof. �

Inspired by the definition of prime ideals for nonassociative rings (see Definition
1 in [4]), we give the following definition:

Definition 2.16. A proper ideal P of a ringoid R is called to be prime if (a)(b) ⊆ P
implies either a ∈ P or b ∈ P , for all a and b in R, where by (x), we mean the
principal ideal of R generated by x ∈ R.

Lemma 2.17. Let P be a prime ideal of a ringoid R. If a, b /∈ P , then there are
a′ and b′ in the principal ideals (a) and (b), respectively, with a′b′ /∈ (a)(b).
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Proof. Otherwise (a)(b) ⊆ P , and so by primness of P , either a ∈ P or b ∈ P . �

Theorem 2.18. Let P be a proper ideal of a ringoid R. Then, the following
statements are equivalent:

(1) P is a prime ideal of R,
(2) IJ ⊆ P implies either I ⊆ P or J ⊆ P , for all ideals I and J of R.
(3) (IJ) ⊆ P implies either I ⊆ P or J ⊆ P , for all ideals I and J of R, where

by (IJ), we mean the smallest ideal of R containing IJ .

Proof. (3) ⇒ (2): Let IJ ⊆ P . Note that (IJ) is the smallest ideal containing IJ .
Therefore, (IJ) ⊆ P . Now, P contains one of the ideals I and J .

(2) ⇒ (3): Evident.
(2) ⇒ (1): Evident.
(1) ⇒ (2): Let I and J be arbitrary ideals of R with I * P and J * P . This

means that there are a ∈ I and b ∈ J with a, b /∈ P . By Lemma 2.17, there are a′

and b′ in the principal ideals (a) and (b), respectively, with a′b′ /∈ P . Clearly,

a′b′ ∈ (a)(b) ⊆ IJ,

and so, IJ * P . This completes the proof. �

Theorem 2.19. Let {Pi}ni=1 be a finite family of prime ideals of a ringoid R. Let
I be an ideal of R such that for each i ∈ Nn, there is an element ai ∈ I with ai ∈ Pi

but ai /∈ Pk for each k 6= i. Then, for each l ∈ Nn, there is an element bl belonging
to I and each Pi except Pl.

Proof. Observe that since Pn is a prime ideal of R, by Lemma 2.17, there are
two elements a′1 and a′2 in the principal ideals (a1) and (a2), respectively, with
a′1 · a′2 /∈ Pn. Using this, we can find a′′2 and a′3 in the principal ideals (a′1 · a′2)
and (a3), respectively, with a′′2 · a′3 /∈ Pn. Continuing the process, we can find
a′′n−2 and a′n−1 in the principal ideals (a′n−3 · a′n−2) and (an−1), respectively, with
bn = a′′n−2 · a′n−1 /∈ Pn. It is evident that the process of constructing the element
bn = a′′n−2 · a′n−1 guarantees to be an element of I and each Pi with i < n. By
relabeling, the same argument works to find an element bl belonging to I and all
Pis except Pl, for each l < n. This completes the proof. �

Remark 2.20. The proof of Theorem 2.19 is based on Behren’s technique used in
“Satz 3” in [4].

Let X be a subset of a semiring S. It is straightforward to see that the smallest
ideal of S containing X is

(X) =

{

n
∑

i=1

sixiti : si, ti ∈ S, xi ∈ X,n ∈ N

}

,

if X is nonempty and the zero ideal {0} if X is empty.

Theorem 2.21. For a proper ideal P of a semiring S, the following statements
are equivalent:

(1) P is a prime ideal.
(2) IJ ⊆ P implies either I ⊆ P or J ⊆ P for any left (right) ideals I and J

of S.
(3) xSy ⊆ P implies x ∈ P or y ∈ P for all x, y ∈ S.
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Proof. (1) ⇒ (2): Let I and J be left ideals of S. Since multiplication of S is
associative, for the ideals (IS) and (JS) of S, we have

(IS)(JS) ⊆ (IJ) ⊆ P.

Therefore by Theorem 2.18, either IS ⊆ P or JS ⊆ P . Now, since S is a semiring
and has a multiplicative identity, we have I ⊆ IS and J ⊆ JS. Thus either I ⊆ P
or J ⊆ P . In a similar way, one may prove the implication for right ideals.

(2) ⇒ (3): Let xSy ⊆ P . This implies that (Sx)(Sy) ⊆ SP ⊆ P . Since Sx and
Sy are left ideals of S, we have either Sx ⊆ P or Sy ⊆ P . Therefore, either x ∈ P
or y ∈ P .

(3) ⇒ (1): If the ideals I and J are not subsets of P , then there are elements x
and y in S with x ∈ I \ P and y ∈ J \ P . Therefore, by assumption, xSy is not a
subset of P . Thus IJ is not a subset of P and the proof is complete. �

Theorem 2.22 (Krull’s Separation Lemma). Let T be a multiplicatively closed set
in a commutative semiring S. Also, let I be an ideal of S with I ∩ T = ∅. Then,
the ideal P maximal with respect to exclusion of T exists and is prime.

Proof. Let T be a multiplicatively closed set and assume that I ∩ T = ∅. Put
Γ = {J ∈ Id(S) : J ∩ T = ∅}.

Since Γ is nonempty, by Zorn’s lemma Γ possesses an ideal of S maximal with
respect to disjointness from T . This proves the existence.

Now, let ab ∈ P with a, b /∈ P . So, the ideals P+Sa and P+Sb strictly contain P .
Therefore, they need to intersect T which means that there are elements t1, t2 ∈ T
of the form t1 = s1 + x1a and t2 = s2 + x2b where s1, s2 ∈ P and x1, x2 ∈ S.
Observe that

t1t2 = s1s2 + s1x2b+ x1as2 + x1x2ab ∈ P,

contradicting that P does not intersect T . This shows that P is prime [20, Corollary
7.6] and the proof is complete. �

3. Prime avoidance for ringoids

Theorem 3.1 (Prime avoidance for ringoids). Let P1, . . . , Pn be subtractive prime
ideals of a ringoid (R,+, ·). Let I be an ideal of R with I * Pi, for each i ∈ Nn.
Then, a ∈ I \⋃n

i=1 Pi, for some a ∈ R.

Proof. The proof is by strong induction on n. The case n = 1 is obvious. The case
n = 2 is an obvious corollary to Lemma 2.12. Let the statement hold for all positive
integer numbers less than n ≥ 3. By induction’s hypothesis, for each i ∈ Nn, there
is an element ai in I such that ai is not in Pk for each k 6= i. If for at least one i,
ai /∈ Pi, then we can take a = ai and we are done. Otherwise, we have ai ∈ Pi, for
each i ∈ Nn. By Theorem 2.19, for each l ∈ Nn, there is an element bl belonging to
I and each Pi except Pl. Let a be an element of

A(b1, b2, . . . , bn)

obtained from the combination of bis in the magma (R,+). Since each ideal Pi is
subtractive in R, by Proposition 2.11, none of the n ideals {Pi}ni=1 contains the
element a. However, a ∈ I. This completes the proof. �

The following is an NA-semiring version of Behren’s “Satz 3” in [4]:
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Corollary 3.2. If an ideal I of an NA-semiring S is not a subset of a subtractive
prime ideal Pi of S, for each i ∈ Nn, then I cannot be a subset of the unions of Pis.

The associativity of multiplication in semirings enables us to extend the prime
avoidance in semiring theory in another direction:

Theorem 3.3 (Prime avoidance for semirings). Let S be a semiring, {Pi}ni=1 a
finite family of subtractive ideals of S. If for each i > 2, Pi is prime and I is an
ideal of S with I ⊆ ⋃n

i=1 Pi, then I ⊆ Pi, for some 1 ≤ i ≤ n.

Proof. The proof is by strong induction on n. The case n = 1 is obvious and the
case n = 2 is nothing but Lemma 2.12. Now, assume that n ≥ 3 and I ⊆ ⋃n

i=1 Pi

but xi ∈ I \⋃j 6=i Pj , for each i. Since xi ∈ I, we see that xi ∈ Pi, for each i. In
view of Theorem 2.21, primeness of Pn implies that

x1Sx2S · · ·xn−2Sxn−1 * Pn.

So, there is an x ∈ x1Sx2S · · ·xn−2Sxn−1 \ Pn. It follows that x ∈ ⋂n−1
j=1 Pj . Since

Pj is subtractive, x+xn /∈ Pj , for each j which is obviously a contradiction because
x+ xn is an element of I. Thus there is an i with

I ⊆
⋃

j 6=i

Pj

and the result follows by induction and the proof is complete. �

Remark 3.4. Our proof for Theorem 3.3 is inspired by the proof of Proposition
2.12.7 in [47]. We have applied prime avoidance for commutative rings and semirings
in some of our previous works including [31, 32, 33, 38, 39, 40]. In Theorem 2.6 in
[57], Yeşilot proved a version of Theorem 3.3 for commutative semirings.

For each ideal I of a semiring S, set

V (I) = {P ∈ Spec(S) : P ⊇ I} and D(I) = Spec(S) \ V (I).

It is easy to verify that C = {V (I) : I ∈ Id(S)} is the family of closed sets for a
topology on X = Spec(S), called the Zariski topology [20, p. 89]. The topological
interpretation of the prime avoidance is the following:

Theorem 3.5. Let S be a subtractive semiring. In the Zariski topology on X =
Spec(S), if a finite number of points are contained in an open subset then they are
contained in a smaller principal open subset.

Proof. Let S be a subtractive semiring. In the Zariski topology on X = Spec(S),
consider the finitely many points {Pi}ni=1 contained in an open subset D(I) =
X \ V (I), for some ideal I of S. This means that I * Pi, for each 1 ≤ i ≤ n. By
Theorem 3.3, there is an element x ∈ I such that x /∈ ⋃n

i=1 Pi. It follows that

Pi ∈ D(x) ⊆ D(I), 1 ≤ i ≤ n,

where D(x) = D((x)) is the principal open subset smaller than D(I) and the proof
is complete. �

Theorem 3.6 (Davis’ prime avoidance). Let x be an element of a semiring S and
I an ideal of S. Also, suppose that Pis are subtractive prime ideals of the semiring
S. Then, (x) + I *

⋃n
i=1 Pi implies that there is a y ∈ I with x+ y /∈ ⋃n

i=1 Pi.
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Proof. Without loss of generality, we may assume that Pj * Pi, for all j 6= i. Set

A = {i ∈ Nn : x ∈ Pi}.
Our claim is that for any index i ∈ A, we have I * Pi. Otherwise, I ⊆ Pi and x ∈ Pi

imply that (x) + I ⊆ Pi, a contradiction with the assumption (x) + I *
⋃n

i=1 Pi.
Since Pi is a prime ideal of S, from all we said, we deduce that

I ·
∏

j /∈A

Pj * Pi, ∀ i ∈ A.

Since Pis are subtractive prime ideals of S, using Theorem 3.3, we obtain that

I ·
∏

j /∈A

Pj *
⋃

i∈A

Pi.

Let y be an element of I · ∏j /∈A Pj \
⋃

i∈A Pi. By Proposition 2.8, y is in I, and

also, in Pj with j /∈ A, but not in Pi with i ∈ A. Our claim is that x + y /∈ Pi

for each i. On the contrary, assume that there is an i such that x + y ∈ Pi. If
i ∈ A, then by the definition of A, x ∈ Pi, and because Pi is subtractive, y ∈ Pi, a
contradiction. If i /∈ A, then y ∈ Pi, and so, x ∈ Pi because Pi is subtractive. It
follows that i ∈ A, again a contradiction. Hence, x+ y /∈ ⋃n

i=1 Pi, as required. �

Remark 3.7. Irving Kaplansky attributes a commutative ring version of Theorem
3.6 to his student Edward Dewey Davis. Davis’ prime avoidance has applications
in grades of ideals in ring theory (see Theorem 124 and Theorem 125 in [24] and
Exercise 16.8 and Exercise 16.9 in [27]).

4. Finite unions of subtractive ideals

McCoy, in his paper [29], investigated finite unions of ideals and proved that if
I ⊆ ⋃n

i=1 Ai is efficient for some ideals I and Ais of a commutative ring R, then

Ik ⊆ ⋂n
i=1 Pi for some positive integer k. One of the corollaries of this result is the

“prime avoidance”, which has been widely applied in various areas of commutative
algebra. The main purpose of this section is to generalize some of his results in the
context of semiring theory. The following is a semiring version of McCoy’s lemma
given on p. 634 in [29]:

Lemma 4.1. Let n ≥ 3 be a positive integer, and I and {Ai}ni=1 be subtractive
ideals of a commutative semiring S such that I ⊆ ⋃n

i=1 Ai is efficient. Then, the
intersection of any n− 1 of the ideals Ai coincides with

⋂n
i=1 Ai.

Proof. Since I ⊆ ⋃n
i=1 Ai, it is clear that I =

⋃n
i=1(I ∩ Ai). Therefore in view

of Proposition 2.10, without loss of generality, we may assume that I =
⋃n

i=1 Ai.
Since I is not contained in the union of any n− 1 ideals Ai, there is an element an
in I and in An such that

an /∈
n−1
⋃

i=1

Ai.

Now, let x ∈ ⋂n−1
i=1 Ai. The element x + an which is in I is not in Ai, for each

i ≤ n − 1 because of subtractivity of Ais. Consequently, x + an is an element of

An. Since An is subtractive, x ∈ An. Thus
⋂n−1

i=1 Ai ⊆
⋂n

i=1 Ai and the proof is
complete. �
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The following is a semiring version of McCoy’s result for commutative rings given
on p. 634 in [29]:

Theorem 4.2. Let n ≥ 3 be a positive integer, and I and {Ai}ni=1 be ideals of a
subtractive commutative semiring S such that I ⊆ ⋃n

i=1 Ai is efficient. Then, there
is a positive integer k such that

Ik ⊆
n
⋂

i=1

Ai.

Proof. Similar to Lemma 4.1, we assume that I =
⋃n

i=1 Ai. First we establish the
theorem for n = 3. Since

A1 ∪ A2 ⊆ A1 +A2,

from I =
⋃3

i=1 Ai, we obtain that I ⊆ (A1 +A2) ∪A3. By Lemma 2.12, if an ideal
is contained in the union of two subtractive ideals, it is contained in one of them.
Therefore, I is subset of A1 + A2 because I is not contained in A3. Similarly, I is
contained in A2 +A3 and A3 +A1. It follows that

I3 ⊆ (A1 +A2)(A2 +A3)(A3 +A1).

If the right side of the above inclusion is multiplied out, then each term consists of
a product containing at least two different ideals Ai. On the other hand, a product
of ideals is contained in their intersection. Now, in view of Lemma 4.1, we have

I3 ⊆ A1 ∩ A2 ∩ A3.

Now, let the theorem hold for all 3 ≤ k < n. The proof will be complete, if we can
deduce that the theorem holds for n. Now, assume that I ⊆ ⋃n

i=1 Ai. As above,
this implies that

I ⊆ (A1 +A2) ∪ A3 ∪ · · · ∪ An.(4.1)

Obviously, either I ⊆ A1 + A2 or I is contained in the union of some m < n but
not in the union of any m− 1 of the ideals on the right side of the inclusion (4.1).
Since

I * A3 ∪ · · · ∪ An,

one of the remaining m ideals of the right side of (4.1) must be A1 + A2. Now,
by induction’s hypothesis, we have Ik1 ⊆ A1 + A2, for some positive integer k1. A
similar argument works for each pair of ideals Ai and Aj with i < j. Therefore,
there is a positive integer k such that

Ik ⊆
∏

i<j

(Ai +Aj)(4.2)

Now, if the right side of the inclusion (4.2) is multiplied out, each term consists
of a product containing at least n− 1 different ideals Ai. Hence, by Lemma 4.1, we
have Ik ⊆ ⋂n

i=1 Ai, as required. �

Let us recall that an ideal J of a commutative semiring S is radical if
√
J = J ,

where by the radical of an ideal J , we mean
√
J = {s ∈ S : ∃n ∈ N (sn ∈ J)}.
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Corollary 4.3 (McAdam’s radical ideal avoidance for semirings). Let S be a sub-
tractive commutative semiring and I and {Ji}ni=1 be ideals of S. If at least n− 2 of
the ideals in {Ji}ni=1 are radical and I is contained in

⋃n
i=1 Ji, then I is contained

in at least one of the Jis.

Proof. Straightforward. �

Let us recall that an ideal P of a semiring S is semiprime if for any ideal I of S,
I2 ⊆ P implies I ⊆ P (see p. 90 in [20]). Obviously, any prime ideal is semiprime.
On the other hand, since any semiprime ideal of a commutative semiring is a radical
ideal, we have the following:

Corollary 4.4 (McCoy’s semiprime avoidance for semirings). Let S be a subtractive
commutative semiring and I and {Pi}ni=1 be ideals of S. If at least n − 2 of the
ideals in {Pi}ni=1 are semiprime and I is contained in

⋃n
i=1 Pi, then I is contained

in at least one of the Pis.

5. Compactly packed semirings

Definition 5.1. We define a semiring S to be compactly packed if the following
covering condition holds for prime ideals of S:

• For an arbitrary family of prime ideals {Pα} and any ideal I of S, the
inclusion I ⊆ ⋃

α Pα implies I ⊆ Pα, for some α.

Example 5.2. In the following, we give some examples for compactly packed
semirings:

(1) Recall that a commutative semiring S is weak Gaussian if and only if each
prime ideal of S is subtractive (see Definition 18 and Proposition 19 in [32]).
Now, if S is a weak Gaussian semiring with finitely many prime ideals, then
by Theorem 3.3, S is compactly packed.

(2) Every principal ideal semiring S (see Definition 2.4) is compactly packed
because

(x) ⊆
⋃

α

Pα

implies that x ∈ Pα, and consequently, (x) ⊆ Pα for some α. Examples of
“proper” principal ideal semirings include subtractive O∞-Euclidean semir-
ings (see Corollary 1.5 in [36]) and discrete valuation semirings (see Theo-
rem 3.6 in [37]).

Theorem 5.3. Let S be a commutative semiring. Then, the following statements
are equivalent:

(1) The semiring S is compactly packed.
(2) For an arbitrary family of prime ideals {Pα} and any prime ideal Q of S,

the inclusion Q ⊆ ⋃

α Pα implies Q ⊆ Pα, for some α.
(3) Each prime ideal of S is the radical of a principal ideal in S.
(4) Each semiprime ideal of S is the radical of a principal ideal in S.
(5) Each radical ideal is the radical of a principal ideal.

Proof. (1) ⇒ (2): Evident.
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(2) ⇒ (3): On the contrary, let Q be a prime ideal of S such that Q 6=
√

〈s〉, for
all s ∈ S. Observe that

√

〈s〉 =
⋂

s∈P∈Spec(S)

P, ∀ s ∈ S.

This means that for each s ∈ Q, there is a prime ideal Ps such that s ∈ Ps and
Q * Ps. On the other hand, Q ⊆ ⋃

s∈Q Ps.

(3) ⇒ (1): First, let Q =
√

〈s〉 be a prime ideal of S included in
⋃

α Pα. This
implies that s ∈ Pα, for some α. It is, then, easy to see that

Q =
√

〈s〉 ⊆ Pα.

Now, let I be an arbitrary ideal of S included in
⋃

α Pα. Note that

T = S \
⋃

α

Pα

is a multiplicatively closed set in S disjoint from I. By Theorem 2.22, there is a
prime ideal P of S with

I ⊆ P ⊆
⋃

α

Pα.

Therefore, P , and so, I is a subset of Pα, for some α.
(1) ⇒ (5): Let S be a compactly packed semiring and I a radical ideal of S, i.e.,

I =
√
I . Set

D(I) = Spec(S) \ V (I).

Clearly, I is not a subset of any prime ideal in D(I). Since S is compactly packed,
I *

⋃

D(I). This means that there is an element x ∈ I which is not in
⋃

D(I).
This implies that V (x) ⊆ V (I) because if P is a prime ideal in V (x), then P is not
among the prime ideals with P + I. This means that P is a prime ideal with P ⊇ I.
On the other hand, x ∈ I is equivalent to (x) ⊆ I which implies that V (I) ⊆ V (x).
Consequently, V (x) = V (I). In view of Theorem 3.2 in [34], this implies that

√
x =

⋂

V (x) =
⋂

V (I) =
√
I = I.

Note that (5) implies (4), and (4) implies (3). This completes the proof. �

Remark 5.4. A ring version of the definition of compactly packed semirings given
in Definition 5.1 is due to C.M. Reis and T.M. Viswanathan [44] who proved a
version of Theorem 5.3 for Noetherian rings. The ring version of Theorem 5.3 is
due to William Walker Smith (see the main theorem of the paper [53]), and Pakala
and Shores (see Theorem 1 in [43]).

Proposition 5.5. Let (L,+, ·) be a bounded distributive lattice with finitely many
prime ideals. Then, L is a compactly packed semiring.

Proof. In view of Theorem 3 and Theorem 9 in [32], each ideal of L is subtractive.
In view of Example 5.2, L is compactly packed because by assumption, L has finitely
many prime ideals. This completes the proof. �

Proposition 5.6. Let T = [0, 1] be a finite chain with the smallest element 0 and
the largest element 1. Define addition on T as a+b = max{a, b} and multiplication
to be null except for the case a · 1 = 1 · a = a, for all a and b in T . Then, T is a
compactly packaged semiring.
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Proof. By Proposition 21 in [32], each prime ideal of the commutative semiring T
is subtractive. Clearly, T is compactly packed because T is a finite semiring and
has finitely many prime ideals. This completes the proof. �

The topological interpretation of the covering condition for the compactly packed
semirings is the following:

Theorem 5.7. Let S be a compactly packed semiring. In the Zariski topology on
X = Spec(S), if an arbitrary number of points are contained in an open subset then
they are contained in a smaller principal open subset.

Proof. In view of the Definition 5.1 and the proof given for Theorem 5.3, the proof
is essentially the same as the one given in Theorem 3.5, and so, omitted. �

6. Zero-divisors of semimodules over commutative semirings

Let X be a nonempty subset of a semimodule M over a commutative semiring
S. Annihilator of X is defined to be

Ann(X) = {s ∈ S : sX = {0}}.
Proposition 6.1. Let M be a semimodule over a commutative semiring S. Then,
the following statements hold:

(1) For any nonempty subset X of M , Ann(X) is a subtractive ideal of S.
(2) For a family of nonempty subsets {Xα}α of M , we have

⋂

α

Ann(Xα) = Ann(∪αXα).

Proof. The proofs are similar to the proof of Theorem 2.13 and Proposition 2.15,
and so, omitted. �

Remark 6.2. An ideal I of S is an M -annihilator ideal if I = Ann(X), for some
nonempty X ⊆ M . By Proposition 6.1, an intersection of M -annihilator ideals is
an M -annihilator ideal.

Proposition 6.3. Let S be a commutative semiring and M an S-semimodule.
Then, the set of zero-divisors Z(M) of M is a union of radicals of M -annihilator
ideals of S; more precisely,

Z(M) =
⋃

06=x∈M

√

Ann(x).

Proof. It is clear that

Z(M) =
⋃

06=x∈M

Ann(x) ⊆
⋃

06=x∈M

√

Ann(x).

Now, let s ∈
√

Ann(x), for some nonzero x in M . This implies that snx = 0, for
some positive integer n. If s is not a zero-divisor on M , then x = 0, a contradiction.
Thus s ∈ Z(M) and the proof is complete. �

Remark 6.4. Proposition 6.3, which is a generalization of Proposition 1.15 in [2],
states that the set of zero-divisors of a semimodule is a union of radical ideals.
This condition that the set of zero-divisors of a module over a commutative ring is
a union of prime ideals is of special interests [27, Theorem 6.1]. We investigate this
condition in the context of semimodule theory.
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The following is a generalization of Corollary 2.9 in [33].

Theorem 6.5. Let M be a semimodule over a commutative semiring S. If S has
a.c.c. and d.c.c. on its M -annihilator ideals, then M has very few zero-divisors.

Proof. Since S has a.c.c. on its M -annihilator ideals, the maximal elements of the
set

A = {Ann(x) : x ∈ M \ {0}}
exist and are prime ideals of S (Theorem 2.8 in [33]). Let Pi = Ann(xi) be the
maximal elements of A. Our claim is that the number of such Pis is finite. On the
contrary, let {Pi}+∞

i=1 be among the maximal elements of A. Since S has d.c.c. on
its M -annihilator ideals, the descending chain

P1 ⊇ P1 ∩ P2 ⊇ · · ·
of M -annihilator ideals of S terminates at some point, say at r. This implies that

P1 ∩ · · · ∩ Pr = P1 ∩ · · · ∩ Pr ∩ Pr+1 ⊆ Pr+1.

Since Pr+1 is prime, by Proposition 2.8 and Theorem 2.21, Pi ⊆ Pr+1 for some
i ≤ r, contradicting the maximality of Pis. Thus Z(M) =

⋃r
i=1 Pi and the proof is

complete. �

The following is a generalization of Theorem 49 in [32].

Corollary 6.6. Let S be a commutative semiring. If S has a.c.c. on its annihilator
ideals, then S has very few zero-divisors.

Proof. By Corollary 1.4 in [5], if S has a.c.c. on its annihilator ideals, then S has
d.c.c. on its annihilator ideals. Thus by Theorem 6.5, S has very few zero-divisors
and the proof is complete. �

LetR be a Noetherian commutative ring with identity andM a Noetherian unital
R-module. If an ideal I is a subset of Z(M), then I ⊆ P , for some P ∈ Ass(M) ([24,
Theorem 82]). Kaplansky on p. 56 of his book [24] describes this result “among
the most useful in the theory of commutative rings”. As an application of prime
avoidance for semirings, we generalize this in the context of semimodule theory as
follows:

Theorem 6.7. Let I be an ideal of a commutative semiring S and M an S-
semimodule. Also, let S have a.c.c. and d.c.c on its M -annihilator ideals. If
I ⊆ Z(M), then I ⊆ P , for some P ∈ Ass(M).

Proof. If I ⊆ Z(M), then by Theorem 3.3 (also see §7 in [32]) I ⊆ P , for some
P ∈ Ass(M) and the proof is complete. �

Remark 6.8. Theorem 6.7 provides numerous examples of proper semimodules
having Property (A). Recall that an S-semimodule M has Property (A) if each
finitely generated ideal I ⊆ Z(M) has a nonzero annihilator in M [33, Definition
2.14]. Also, note that we define a semimodule to be proper if it is not a module.

Davis defines a commutative ring R to have few zero-divisors if Z(R) is a finite
union of prime ideals. Next, he proves that a commutative ring R has few zero-
divisors if and only if its total quotient ring Q(R) is semi-local (see pages 203 and
204 in [13]).
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Definition 6.9. We say a commutative semiring S has few zero-divisors if Z(S) is
a finite union of subtractive prime ideals of S.

Remark 6.10. Since any prime ideal in Ass(S) is of the form of Ann(x), for
some x ∈ S, it is subtractive. Therefore, if a commutative semiring has very few
zero-divisors, then it needs to have few zero-divisors! It follows that a commuta-
tive semiring S having a.c.c. on its annihilator ideals has (very) few zero-divisors
(Corollary 6.6).

Localization of a commutative semiring S at a multiplicative closed set U of S is
defined similarly to its counterparts in commutative ring theory [35, §5]. Observe
that if S is a commutative semiring, then S \ Z(S) is multiplicatively closed in S.
The localization of S at S \ Z(S) is called to be the total quotient semiring of S,
denoted by Q(S). Note that a semiring is semi-local if it has finitely many maximal
ideals [35, Definition 3.14].

The following is an extension of Davis’ result on rings having few zero-divisors
and another example of an application of prime avoidance in semiring theory:

Theorem 6.11. Let a commutative semiring S have few zero-divisors. Then, its
total quotient semiring Q(S) is semi-local.

Proof. Let S be a commutative semiring. By Theorem 5.4 in [35], the prime ideals
of Q(S) is in a one-to-one correspondence with the prime ideals of S disjoint from
S \Z(S). Consequently, any prime ideal of Q(S) corresponds to a prime ideal P of
S with P ⊆ Z(S). By definition, since S has few zero-divisors,

Z(S) = P1 ∪ P2 ∪ · · · ∪ Pn,

where Pis are subtractive prime ideals of S. By prime avoidance (Theorem 3.3),
we have P ⊆ Pi, for some i ∈ Nn. Therefore, each prime ideal of Q(S) is a subset
of a prime ideal of Q(S) obtained by the extension of Pi in Q(S) for some i. This
means that the only maximal ideals of Q(S) are the extended ideals of Pis in Q(S).
Thus Q(S) is semi-local and the proof is complete. �

Theorem 6.12. If I = Ann(x) for some element x in a commutative semiring S
and U ⊆ S \ Z(S) is multiplicatively closed in S, then the localization of I at U is
IU = Ann(x/1) for the element x/1 ∈ SU .

Proof. ⊆: Let s/u ∈ IU , where s ∈ I and u ∈ U . From sx = 0, it follows that

s/u · x/1 = sx/u = 0/u = 0.

So, s/u ∈ Ann(x/1).
⊇: Now, let s/u ∈ Ann(x/1). So, (s/u)(x/1) = 0/1. This means that (sx)/u =

0/1. Consequently, there is an element t ∈ U such that tsx = 0. Since t is not a
zero-divisor on S, we have sx = 0 and the proof is complete. �

A commutative ring R is a Kasch ring if and only if each maximal ideal of R is
of the form Ann(x), for some x ∈ R (see Definition 8.26 and Corollary 8.28 in [26]).
Kasch rings were named after Friedrich Kasch who was a student of Friedrich Karl
Schmidt. Inspired by this, we give the following definition:

Definition 6.13. We say a commutative semiring S is a Kasch semiring if each
maximal ideal of S is of the form Ann(x), for some x ∈ S.
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Corollary 6.14. Let a commutative semiring S have a.c.c. on its annihilator
ideals. Then, Q(S) is a semi-local Kasch semiring having very few zero-divisors.

Proof. Since S has a.c.c. on its annihilator ideals, S has very few zero-divisors
(Corollary 6.6). This means that Z(S) is a finite union of prime ideals in Ass(S).
Therefore by Theorem 6.11, Q(S) is semi-local. On the other hand, by Theorem
6.12, each maximal ideal of Q(S) is an annihilator of an element in Q(S). Now,
since Z(Q(S)) =

⋃

06=x∈Q(S)Ann(x), it follows that Q(S) has very few zero-divisors

and the proof is complete. �

Remark 6.15. In Theorem 8.31 in [26], Lam attributes a ring version of Corollary
6.14 to Carl Faith.

Let S be a commutative semiring and G a commutative monoid. Note that if f
is an element of a monoid semiring S[G], its content c(f) is defined to be an ideal
of S generated by the coefficients of f . In other words, if

f = s0 + s1X
g1 + · · ·+ snX

gn , si ∈ S, gi ∈ G

is the canonical representation [18, p. 68] of an element f in the monoid semiring
S[G], then the content of f is:

c(f) = (s0, s1, . . . , sn).

Theorem 6.16. Let S be a commutative semiring and M an S-semimodule with
Property (A) and Z(M) =

⋃

α∈A Pα, where Pαs are prime ideals of S. If G is
a cancellative torsion-free commutative monoid and S is compactly packed, then
Z(M [G]) =

⋃

α∈A Pα[G].

Proof. (⊆): If f is a zero-divisor on the monoid semimoduleM [G], then by Theorem
2.1 in [33], there is a nonzero element b ∈ M such that fb = 0. This means that

c(f) ⊆ Z(M) =
⋃

α∈A

Pα.

Since S is compactly packed, the ideal c(f) needs to be a subset of one of the prime
ideals Pαs. This implies f to be an element of Pα[G].

(⊇): On the other hand, if f ∈ Pα[G], then c(f) is a subset of Pα. This implies
that c(f) ⊆ Z(M). Now, since M has Property (A), c(f) can be annihilated by a
nonzero element b ∈ M . Hence, f is a zero-divisor of on M [G], as required. �

Theorem 6.17. Let S be a Noetherian commutative semiring and M an S-semimodule.
If S is compactly packed and G is a cancellative torsion-free commutative monoid,
then Z(M [G]) = ∪P∈Ass(M)P [G].

Proof. By Corollary 2.9 in [33], Z(M) =
⋃

P∈Ass(M) P .

(⊆): Let f ∈ Z(M [G]). By Theorem 2.1 in [33], f · b = 0, for some b ∈ M . This
implies that c(f) · b = 0. Therefore,

c(f) ⊆ Z(M) =
⋃

P∈Ass(M)

P.

Since S is compactly packed, we have c(f) ⊆ P , for some P ∈ Ass(M). Thus
f ∈ P [G], for some P ∈ Ass(M).

(⊇): If f ∈ P [G], for some P ∈ Ass(M), c(f) ⊆ P , where there is a b ∈ M with
P = Ann(b). This implies that f is annihilated by b, i.e., f ∈∈ Z(M [G]) and the
proof is complete. �
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