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Abstract The small mass limit of the Langevin equation perturbed by β-stable Lévy noise is
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are derived.
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1 Introduction

Smoluchowski–Kramers (SK for short) approximation is initially proposed by Smoluchowski [15]

and Kramers [11] to derive an effective approximation to a Langevin equation which describes the

motion of a particle with small mass. Roughly speaking, the equation

ǫüǫ + u̇ǫ = b(uǫ) + σ(uǫ)Ẇ

is approximated, as ǫ→ 0, in some sense by the equation

u̇ = b(u) + σ(u)Ẇ .

Formally, the limit equation is obtained by dropping the term ǫü .

There is fruitful work on SK approximation for Langevin equations with Gaussian white noise

[4–6, 12, 14, 16, 17, e.g.]. The case that W is an infinite dimensional Brownian motion is firstly

studied by Cerrai and Freidlin [2, 3]. There is also some work concerned with SK approximation

with colored noise which is highly oscillating in time [7, 8] or with Lévy noise [20, 21]. In this

paper, we consider the following Langevin equation driven by a stable Lévy process

{

ǫüǫ(t) + u̇ǫ(t) = f(uǫ(t)) + ǫαL̇(t),

uǫ(0) = u0, u̇ǫ(0) = v0.
(1.1)
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‡wangweinju@nju.edu.cn
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Here, 0 ≤ α < 1 is a constant, and L is a β-stable process whose properties are detailed in

Section 2. System (1.1) describes the motion of a particle with mass ǫ in an athermal fluctuation

environment. Equation (1.1) can also be seen as a singularly perturbed differential equation with

a random noise, which has attracted many researchers’ interest [18, 19, e.g.]. β-stable process is

an important class of Lévy processes due to its self-similarity and scaling property [9,10]. One of

the difficulty lies on the fact that, unlike Brownian motions or Lévy processes without big jump,

β-stable processes do not have finite second order moment. Another difficulty is that the Lévy

measure of a β-stable process is infinite.

Formally, the effective approximation model of (1.1) can also be obtained by dropping the ǫüǫ

term, that is,
˙̄uǫ(t) = f(ūǫ(t)) + ǫαL̇(t), ūǫ(0) = u0. (1.2)

Obviously, the statement above reduces to the classical SK approximation in the case α = 0.

Here we introduce a splitting technique of the solution [19] to show the approximation rigorously.

Moreover, we also obtain the convergence rate.

Rewrite the equation (1.1) as











u̇ǫ(t) = vǫ(t),

v̇ǫ(t) = ǫ−1[−vǫ(t) + f(uǫ(t))] + ǫα−1L̇(t),

uǫ(0) = u0, vǫ(0) = v0.

(1.3)

Equation (1.3) has a form of "slow-fast system". Inspired by a splitting technique introduced by

Lv et al. [19], we make the following important decomposition, which makes the analysis to (1.3)

considerably more clear























v̇ǫ1(t) = −ǫ−1v̄ǫ1(t),

v̇ǫ2(t) = −ǫ−1[v̄ǫ2(t)− f(uǫ(t))],

v̇ǫ3(t) = −ǫ−1v̄ǫ3(t) + ǫ
− 1

β L̇(t),

v̄ǫ1(0) = ǫv0, v̄ǫ2(0) = 0, v̄ǫ3(0) = 0.

(1.4)

Direct calculation yields

vǫ = ǫ−1v̄ǫ1 + v̄ǫ2 + ǫ
α+ 1

β
−1
v̄ǫ3 . (1.5)

Then we consider the three parts of vǫ respectively to pass the limit ǫ→ 0.
The paper is organized as follows. In Section 2, we impose some assumptions and state the

main result. In Section 3, we give several technical lemmas with proofs in details. After these

preparation, we prove the main result in Section 4.

2 Preliminary and Main Result

Let (Ω,F ,P) be a complete probability space, on which there is a filtration (Ft)0≤t≤T satisfying

the usual condition, where 0 < T < ∞ is fixed throughout the paper. Let L be a Lévy process

on (Ω,F , (Ft)0≤t≤T ,P). In the rest of the paper, |x| :=
√

d
∑

i=1
x2i for each x = (x1, ..., xd) ∈ R

d,

and ||A|| := sup
x∈Rd,|x|=1

|Ax| for each matrix A ∈ R
d×d.

We make the following assumptions.
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(A1) L is a pure jump isotropic β-stable Lévy process on R
d with 1 ≤ β < 2, and for each

c > 0, the Lévy–Itô decomposition for L is

L(t) =

∫ t

0

∫

|x|<c
xÑ(dsdx) +

∫ t

0

∫

|x|≥c
xN(dsdx) , (2.1)

with the Lévy measure ν(dx) = 1
|x|β+ddx.

(A2) f : Rd → R
d is globally Lipschitz, that is, there exists a constant Lf > 0 such that for

all x, y ∈ R
d,

|f(x)− f(y)| ≤ Lf |x− y|.

Remark 2.1. From (A1) we notice that
∫

|y|≥1 |y|pν(dy) < ∞ if and only if p < β. This fact is

used frequently in the following part.

We establish several moment estimates. In the following part, C denotes constant whose value

may change from line to line. Unless otherwise stated, the value of C may depend on T and the

Lévy measure ν, but it never depends on ǫ. We use the notation x . y to indicate that there exists

a constant C such that x ≤ Cy.

Our main result is the following theorem.

Theorem 2.1. (i) Let 0 ≤ α < 1. Under assumptions (A1) and (A2),

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| . ǫα. (2.2)

(ii) Let α = 0. Under assumptions (A1) and (A2),

lim
ǫ→0

sup
0≤t≤T

E|uǫ(t)− ūǫ(t)| = 0. (2.3)

Remark 2.2. Obviously, part (i) of Theorem 2.1 does not give a convergence result in the case

α = 0. The reason that causes the difference between cases α = 0 and α > 0 is presented at the

end of Section 4.

3 Several Technical Lemmas

In this section, we establish several moment estimates, which are used in Section 4. We always

assume that 0 ≤ α < 1 and (A1) and (A2) hold true.

Lemma 3.1. For each 0 < ǫ ≤ 1, the equation (1.3) admits a unique strong solution.

Proof. Let ψǫ :=

(

uǫ

vǫ

)

. The equation (1.3) can be rewritten as

ψ̇ǫ = Aǫψǫ + F ǫ(ψǫ) + L̇ǫ, (3.1)

where Aǫ :=

(

0 Id

0 −ǫ−1Id

)

, F ǫ

(

u

v

)

:=

(

0
ǫ−1f(u)

)

and Lǫ :=

(

0
ǫα−1L

)

. Since f is Lips-

chitz, Aǫ +F ǫ is also Lipschitz which leads to the existence and uniqueness [1].
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Lemma 3.2. (i) For α ∈ [0, 1β ) and p ∈ [1, β),

E sup
0≤t≤T

|uǫ(t)|p . 1 +
1

ǫ
(1− 1

β
)p
.

(ii) For α ∈ [ 1β , 1) and p ∈ [1, β),

sup
0<ǫ≤1

E sup
0≤t≤T

|uǫ(t)|p . 1.

Remark 3.1. Obviously the bound in (i) is not uniform in ǫ, but the estimate is enough for our

following discussion.

Proof. Let ṽǫ := ǫ
1− 1

β vǫ, then















u̇ǫ = ǫ
1

β
−1
ṽǫ,

˙̃vǫ = ǫ−1[−ṽǫ + ǫ
1− 1

β f(u)] + ǫ
α− 1

β L̇,

uǫ(0) = u0, ṽǫ(0) = ǫ
1− 1

β v0.

(3.2)

Consider the following linear SDE

η̇ǫ = −ǫ−1ηǫ + ǫ
α− 1

β L̇, ηǫ(0) = ǫ
1− 1

β v0. (3.3)

Let φ(x) := (|x|2 + 1)p/2, then there exists a constant C > 0 such that for all x ∈ R
d,

|Dφ(x)| ≤ C|x|p−1, (3.4)

and

‖D2φ(x)‖ ≤ C. (3.5)

We take c = ǫ
1

β in the Lévy–Itô decomposition, and by Itô’s formula,

φ(ηǫ(s))

= φ(ǫ1−
1

β v0) +

∫ t

0
(Dφ(ηǫ(s)),−ǫ−1ηǫ(s))ds

+

∫ t

0

∫

|x|<ǫ
1
β

φ(ηǫ(s−) + ǫ
α− 1

β x)− φ(ηǫ(s−))Ñ(dsdx)

+

∫ t

0

∫

|x|≥ǫ
1
β

φ(ηǫ(s−) + ǫ
α− 1

β x)− φ(ηǫ(s−))N(dsdx)

+

∫ t

0

∫

|x|<ǫ
1
β

φ(ηǫ(s−) + ǫ
α− 1

β x)− φ(ηǫ(s−))− (Dφ(ηǫ(s)), ǫα−
1

β x)ν(dx)ds

=: φ(ǫ1−
1

β v0) +

4
∑

k=1

J ǫ
k(t). (3.6)

Now we deal with the five terms on the right hand side of the equation above. Note that

φ(ǫ1−
1

β v0) ≤ C, (3.7)
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a consequence of the fact that β ≥ 1. For J ǫ
1 , since Dφ(y) = py

(|y|2+1)1−p/2 ,

J ǫ
1(t)

=

∫ t

0

p

ǫ

−|ηǫ(s)|2
(|ηǫ(s)|2 + 1)1−p/2

ds

≤
∫ t

0
− p

2ǫ
(|ηǫ(s)|2 + 1)p/2 +

p

ǫ
ds

=

∫ t

0
− p

2ǫ
φ(ηǫ(s))ds+

p

ǫ
t, (3.8)

where the last inequality comes from the elementary inequality

−|x|2
(|x|2 + 1)1−p/2

≤ −1

2
(|x|2 + 1)p/2 + 1.

Taking expectation and using Fubini theorem,

EJ ǫ
1(t) ≤

∫ t

0
− p

2ǫ
Eφ(ηǫ(s))ds +

p

ǫ
t. (3.9)

The martingale property leads to

EJ ǫ
2(t) = 0 . (3.10)

We next establish the estimate for J ǫ
3. By making a change-of-variable y = ǫ

− 1

β x, we have

ν(dx) = 1
ǫ ν(dy) due to the fact that ν(dx) = 1

|x|β+ddx. By the isometry property of Poisson

integral, Taylor’s formula, Cauchy–Schwarz inequality and (3.4)

EJ ǫ
3(t)

= E

∫ t

0

∫

|y|≥1
[φ(ηǫ(s−) + ǫαy)− φ(ηǫ(s−))]

1

ǫ
ν(dy)ds

= ǫ−1
E

∫ t

0

∫

y≥1
(Dφ(ηǫ(s−) + θǫαy), ǫαy)ν(dy)ds

≤ ǫ−1
E

∫ t

0

∫

|y|≥1
|Dφ(ηǫ(s−) + θǫαy)||ǫαy|ν(dy)ds

= ǫα−1
E

∫ t

0

∫

|y|≥1
|Dφ(ηǫ(s−) + θǫαy)||y|ν(dy)ds

≤ Cǫα−1
E

∫ t

0

∫

|y|≥1
|ηǫ(s−) + θǫαy|p−1|y|ν(dy)ds

≤ Cǫα−1
E

∫ t

0

∫

|y|≥1
|ηǫ(s−)|p−1|y|ν(dy)ds + Cǫα−1

E

∫ t

0

∫

|y|≥1
|ǫαy|p−1|y|ν(dy)ds

= Cǫα−1

∫ t

0
|y|ν(dy)E

∫ t

0
|ηǫ(s)|p−1ds+ Cǫαp−1

∫

|y|≥1
|y|pν(dy)t

≤ ǫα−1
E

∫ t

0

p

4
|ηǫ(s)|p + Cds+ Cǫαp−1t

≤ pǫα−1

4

∫ t

0
Eφ(ηǫ(s))ds + (C + Cǫαp−1)t

≤ p

4ǫ

∫ t

0
Eφ(ηǫ(s))ds + Ct+ Cǫ−1t. (3.11)
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For J ǫ
4, the change-of-variable y = ǫ

− 1

β x, Taylor’s formula and (3.5) yield

J ǫ
4(t)

=

∫ t

0

∫

|y|<1
[φ(ηǫ(s−) + ǫαy)− φ(ηǫ(s−))− (Dφ(s), ǫαy)]

1

ǫ
ν(dy)ds

=

∫ t

0

∫

|y|<1
ǫ2α−1D2(φ(ηǫ(s−) + θǫαy)(y ⊗ y)ν(dy)ds

≤
∫ t

0

∫

|y|<1
ǫ2α−1C|y|2ν(dy)ds

≤ Cǫ2α−1t. (3.12)

Taking expectation,

EJ ǫ
4(t) ≤ Cǫ2α−1t ≤ Cǫ−1t. (3.13)

Taking expectation on both sides of (3.6), and combining estimates (3.9)–(3.13),

Eφ(ηǫ(t)) ≤ − p

4ǫ

∫ t

0
Eφ(ηǫ(s))ds + Ct+

Ct

ǫ
.

Differentiating on both sides and using the comparison principle, we derive that

sup
0<ǫ≤1

sup
0≤t≤T

Eφ(ηǫ(t)) ≤ C. (3.14)

Let ξǫ = ṽǫ − ηǫ. By (3.2) and (3.3),

ξǫ(t) = ǫ
− 1

β e−ǫ−1t

∫ t

0
eǫ

−1sf(uǫ(s))ds.

By the Lipschitz continuity of f , equation (3.2), Fubini theorem and the fact that β ≥ 1,

|ξǫ(t)|

. ǫ
− 1

β e−ǫ−1t

∫ t

0
eǫ

−1s|uǫ(s)|ds + ǫ
− 1

β e−ǫ−1t

∫ t

0
eǫ

−1sds

≤ ǫ
− 1

β e−ǫ−1t

∫ t

0
eǫ

−1s|uǫ(s)|ds + ǫ
1− 1

β

≤ ǫ
− 1

β e−ǫ−1t

∫ t

0
eǫ

−1s|u0 + ǫ
1

β
−1

∫ s

0
ṽǫ(r)dr|ds+ ǫ

1− 1

β

≤ ǫ
− 1

β e−ǫ−1t

∫ t

0
eǫ

−1s|u0|ds + ǫ−1e−ǫ−1t

∫ t

0

∫ s

0
eǫ

−1s|ṽǫ(r)|drds+ ǫ
1− 1

β

≤ ǫ
1− 1

β |u0|+ ǫ−1e−ǫ−1t

∫ t

0
|ṽǫ(r)|

∫ t

r
eǫ

−1sdsdr + ǫ
1− 1

β

≤ ǫ
1− 1

β |u0|+
∫ t

0
|ṽǫ(r)|dr + ǫ

1− 1

β

≤ |u0|+
∫ t

0
|ṽǫ(r)|dr + 1

≤ |u0|+
∫ t

0
|ξǫ(r)|dr +

∫ t

0
|ηǫ(r)|dr + 1

.

∫ t

0
|ξǫ(r)|dr +

∫ t

0
|ηǫ(r)|dr + 1. (3.15)
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Then by Hölder’s inequality, taking expectation and (3.14)

E|ξǫ(t)|p .

∫ t

0
E|ξǫ(r)|pdr + 1 ,

which yields, by Gronwall’s inequality,

E|ξǫ(t)|p ≤ C. (3.16)

As a consequence of (3.14) and (3.16), we conclude that

E|ṽǫ(t)|p ≤ C . (3.17)

Now for each 0 ≤ t ≤ T , by the fact that u̇ǫ = ǫ
1

β
−1
ṽǫ ,

|u(t)|p . |u0|p + ǫ
( 1

β
−1)p

∫ T

0
|ṽǫ(t)|pdt ,

which yields

E sup
0≤t≤T

|uǫ(t)|p . 1 + ǫ
( 1

β
−1)p

,

by Gronwall’s inequality, taking expectation and (3.17). The proof of (i) is complete. In order to

prove (ii), one should work with equations (1.3) instead of (3.2). The result follows from a similar

argument, which is easier since the noise behaves less singularity. We omit the detail.

Next we treat the velocity part.

Lemma 3.3. E sup
0≤t≤T

|ǫ−1
∫ t
0 v̄

ǫ
1(s)ds| . ǫ.

Proof. From (1.4)

v̄ǫ1(t) = ǫv0e
−ǫ−1t. (3.18)

As a consequence, for all 0 ≤ t ≤ T ,

∣

∣

∣
ǫ−1

∫ t

0
v̄ǫ1(s)ds

∣

∣

∣
=

∣

∣

∣

∫ t

0
v0e

−ǫ−1sds
∣

∣

∣

≤ |v0|
∫ T

0
e−ǫ−1sds

≤ ǫ|v0|. (3.19)

Taking supremum and expectation yields the result.

Lemma 3.4. (i) For α ∈ [0, 1β ),

ǫE sup
0≤t≤T

|v̄ǫ2(t)| . ǫ+ ǫ
1

β .

(ii) For α ∈ [ 1β , 1),
ǫE sup

0≤t≤T
|v̄ǫ2(t)| . ǫ.
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Proof. From (1.4),

v̄ǫ2(t) = ǫ−1e−ǫ−1t

∫ t

0
eǫ

−1sf(uǫ(s))ds. (3.20)

Thanks to the Lipschitz continuity of f , for all 0 ≤ t ≤ T

|v̄ǫ2(t)|

. ǫ−1e−ǫ−1t

∫ t

0
eǫ

−1s|uǫ(s)|ds + ǫ−1e−ǫ−1t

∫ t

0
eǫ

−1sds

≤ ǫ−1e−ǫ−1t sup
0≤t≤T

|uǫ(t)|
∫ t

0
eǫ

−1sds+ 1

≤ sup
0≤t≤T

|uǫ(t)|+ 1, (3.21)

from which we obtain

E sup
0≤t≤T

|v̄ǫ2(t)| . E sup
0≤t≤T

|uǫ(t)|+ 1.

Multiplying both sides by ǫ,

ǫE sup
0≤t≤T

|v̄ǫ2(t)| . ǫE sup
0≤t≤T

|uǫ(t)|+ ǫ.

Now we are in a position to prove both cases of this lemma right after using the Lemma 3.2.

Lemma 3.5. sup
0<ǫ≤1

[

ǫ
1

βE sup
0≤t≤T

|v̄ǫ3(t)|
]

<∞.

Proof. Let v̄ǫ4(t) := ǫ
1

β v̄ǫ3(t) , then

v̇ǫ4(t) = −ǫ−1v̄ǫ4(t) + L̇(t).

Next we show the following more general statement

sup
0<ǫ≤1

E sup
0≤t≤T

|v̄ǫ4(t)|p <∞ , 1 ≤ p < β .

Similar to the proof of Lemma 3.2, by applying Itô’s formula for φ(x) = (|x|2 + 1)p/2 and

choosing c = 1 in the Lévy–Itô decomposition (2.1),

φ(v̄ǫ4(t))

= 1 +

∫ t

0
(Dφ(v̄ǫ4(s)),−ǫ−1v̄ǫ4(s))ds

+

∫ t

0

∫

|x|<1
φ(v̄ǫ4(s−) + x)− φ(v̄ǫ4(s−))Ñ(dsdx)

+

∫ t

0

∫

|x|≥1
φ(v̄ǫ4(s−) + x)− φ(v̄ǫ4(s−))N(dsdx)

+

∫ t

0

∫

|x|<1
φ(v̄ǫ4(s) + x)− φ(v̄ǫ4(s))− (Dφ(v̄ǫ4(s)), x)ν(dx)ds

=: 1 +

4
∑

k=1

Hǫ
k(t). (3.22)
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Since

Dφ(y) =
py

(|y|2 + 1)1−p/2
,

one immediately obtain

Hǫ
1(t) =

∫ t

0

−p|v̄ǫ4(s)|2
ǫ(|v̄ǫ4(s)|2 + 1)1−p/2

ds ≤ 0,

and

E sup
0≤t≤T

Hǫ
1(t) ≤ 0. (3.23)

By Burkholder–Davis–Gundy inequality [13], Jensen’s inequality, Taylor’s formula and (3.4),

E sup
0≤t≤T

Hǫ
2(t)

. E

√

∫ T

0

∫

|x|<1
|φ(v̄ǫ4(s−) + x)− φ(v̄ǫ4(s−))|2N(dsdx)

≤
√

E

∫ T

0

∫

|x|<1
|φ(v̄ǫ4(s−) + x)− φ(v̄ǫ4(s−))|2N(dsdx)

=

√

E

∫ T

0

∫

|x|<1
|φ(v̄ǫ4(s) + x)− φ(v̄ǫ4(s))|2ν(dx)ds

=

√

E

∫ T

0

∫

|x|<1
|(Dφ(v̄ǫ4(s) + θx), x)|2ν(dx)ds

.

√

E

∫ T

0

∫

|x|<1
|v̄ǫ4(s) + θx|2p−2|x|2ν(dx)ds

≤
√

E

∫ T

0

∫

|x|<1
|v̄ǫ4(s)|2p−2|x|2ν(dx)ds +

∫ T

0

∫

|x|<1
|x|2pν(dx)ds

≤ E

∫ T

0

∫

|x|<1
|v̄ǫ4(s)|2p−2|x|2ν(dx)ds +

∫ T

0

∫

|x|<1
|x|2pν(dx)ds + 1

.

∫ T

0
E|v̄ǫ4(s)|2p−2ds+ 1

≤
∫ T

0
E sup

0≤s≤t
φ(v̄ǫ4(s))dt+ 1 (3.24)

where we have used
√
z ≤ z + 1 and 2p− 2 ≤ p.

For Hǫ
3 , we have

E sup
0≤t≤T

Hǫ
3(t)

≤ E

∫ T

0

∫

|x|≥1
|φ(v̄ǫ4(s−) + x)− φ(v̄ǫ4(s−))|N(dsdx)

= E

∫ T

0

∫

|x|≥1
|φ(v̄ǫ4(s) + x)− φ(v̄ǫ4(s))|ν(dx)ds. (3.25)
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Then by the same procedure that derives (3.11), we further have

E sup
0≤t≤T

Hǫ
3(t) .

∫ T

0
Eφ(v̄ǫ4(s))ds+ 1 ≤

∫ T

0
E sup

0≤s≤t
φ(v̄ǫ4(s))dt+ 1. (3.26)

Lastly we turn to Hǫ
4 . By Taylor’s formula and (3.5),

sup
0≤t≤T

Hǫ
4(t)

≤
∫ T

0

∫

|x|<1
|φ(v̄ǫ4(s) + x)− φ(v̄ǫ4(s))− (Dφ(v̄ǫ4(s)), x)|ν(dx)ds

≤
∫ T

0

∫

|x|<1
|D2φ(v̄ǫ4(s) + θx)(x⊗ x)|ν(dx)ds

.

∫ T

0

∫

|x|<1
|x|2ν(dx)ds

. 1, (3.27)

which means

E sup
0≤t≤T

Hǫ
4(t) . 1. (3.28)

Taking supremum and expectation in (3.22) and using (3.23)–(3.28),

E sup
0≤t≤T

φ(v̄ǫ4(t)) .

∫ T

0
E sup

0≤s≤t
φ(v̄ǫ4(s))dt+ 1,

and we end our proof by Gronwall’s inequality.

Lemma 3.6. sup
0<ǫ≤1

sup
0≤t≤T

E|v̄ǫ3(t)| <∞.

Proof. Applying Itô’s formula to φ(x) = (|x|2 + 1)p/2 and choosing c = ǫ
1

β in the Lévy–Itô

decomposition (2.1) ,

φ(v̄ǫ3(t))

= 1 +

∫ t

0
(Dφ(v̄ǫ3(s)),−ǫ−1v̄ǫ3(s))ds

+

∫ t

0

∫

|x|<ǫ
1
β

φ(v̄ǫ3(s−) + ǫ
− 1

β x)− φ(v̄ǫ3(s−))Ñ (dsdx)

+

∫ t

0

∫

|x|≥ǫ
1
β

φ(v̄ǫ3(s−) + ǫ
− 1

β x)− φ(v̄ǫ3(s−))N(dsdx)

+

∫ t

0

∫

|x|<ǫ
1
β

φ(v̄ǫ3(s) + ǫ
− 1

β x)− φ(v̄ǫ3(s))− (Dφ(v̄ǫ3(s)), ǫ
− 1

β x)ν(dx)ds

=: 1 +

4
∑

k=1

M ǫ
k(t). (3.29)

By the same way which leads to (3.8), we derive that

EM ǫ
1(t) ≤ − p

2ǫ

∫ t

0
φ(v̄ǫ3(s))ds +

p

ǫ
t. (3.30)
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EM ǫ
2(t) = 0, (3.31)

due to the martingale property. Similar to the argument which derives (3.11) and (3.13),

EM ǫ
3(t) ≤

p

4ǫ

∫ t

0
Eφ(v̄ǫ3(s))ds +

Ct

ǫ
, (3.32)

and

EM ǫ
4(t) ≤

Ct

ǫ
. (3.33)

Combining (3.30)–(3.33),

Eφ(v̄ǫ3(t)) ≤ − p

4ǫ

∫ t

0
Eφ(v̄ǫ3(s))ds+

Ct

ǫ
.

Differentiating on both sides and using the comparison principle, we obtain the desired result.

4 Proof of the Main Result

With the preparation made above, we are in a position to prove our main result. From (1.3)

and (1.5) we have

uǫ(t) = u0 + ǫ−1

∫ t

0
v̄ǫ1(s)ds+

∫ t

0
v̄ǫ2(s)ds + ǫ

α+ 1

β
−1

∫ t

0
v̄ǫ3(s)ds.

By (1.4),

v̄ǫ2(t) =

∫ t

0
−ǫ−1[v̄ǫ2(s)− f(uǫ(s))]ds.

Combining the two equations above,

uǫ(t) = u0 + ǫ−1

∫ t

0
v̄ǫ1(s)ds+

∫ t

0
f(uǫ(s))ds − ǫv̄ǫ2(t) + ǫ

α+ 1

β
−1

∫ t

0
v̄ǫ3(s). (4.1)

From (1.2) and (4.1) we deduce that

|uǫ(t)− ūǫ(t)|

≤
∣

∣

∣
ǫ−1

∫ t

0
v̄ǫ1(s)ds

∣

∣

∣
+
∣

∣

∣

∫ t

0
f(uǫ(s))− f(ūǫ(s))ds

∣

∣

∣
+ ǫ|v̄ǫ2(t)|+

∣

∣

∣
ǫ
α+ 1

β
−1

∫ t

0
v̄ǫ3(s)− ǫαL(t)

∣

∣

∣

=:
4

∑

k=1

Iǫk(t). (4.2)

As a consequence of Lemma 3.3,

E sup
0≤t≤T

Iǫ1(t) . ǫ. (4.3)

Due to the fact that f is Lipschitz, for all 0 ≤ t ≤ T ,

∣

∣

∣

∫ t

0
f(uǫ(s))− f(ūǫ(s))ds

∣

∣

∣

≤
∫ t

0
|f(uǫ(s))− f(ūǫ(s))|ds

≤
∫ T

0
sup

0≤r≤s
|f(uǫ(r))− f(ūǫ(r))|ds

.

∫ T

0
sup

0≤r≤s
|uǫ(r)− ūǫ(r)|ds.
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Taking supremum and expectation and using Fubini theorem,

E sup
0≤t≤T

Iǫ2(t) .

∫ T

0
E sup

0≤s≤t
|uǫ(s)− ūǫ(s)|dt. (4.4)

Now we deal with Iǫ4 . From (1.4),

ǫ
1

β v̄ǫ3(t) = L(t)− ǫ
1

β
−1

∫ t

0
v̄ǫ3(s)ds, (4.5)

so as a consequence Lemma 3.5, there exists a constant C > 0 such that for all 0 < ǫ ≤ 1,

E sup
0≤t≤T

|L(t)− ǫ
1

β
−1

∫ t

0
v̄ǫ3(s)ds| ≤ C.

Multiplying both sides by ǫα,

E sup
0≤t≤T

Iǫ4(t) = E sup
0≤t≤T

|ǫαL(t)− ǫ
α+ 1

β
−1

∫ t

0
v̄ǫ3(s)ds| ≤ Cǫα. (4.6)

For Iǫ3 , in the case 0 ≤ α < 1
β , we have by Lemma 3.4 (i),

E sup
0≤t≤T

Iǫ3(t) . ǫ+ ǫ
1

β . (4.7)

Taking supremum and expectation on both sides of (4.2) and combining (4.3)–(4.7),

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)|

.

∫ T

0
E sup

0≤s≤t
|uǫ(s)− ūǫ(s)|dt+ ǫ+ ǫα + ǫ

1

β

≤
∫ T

0
E sup

0≤s≤t
|uǫ(s)− ūǫ(s)|dt+ ǫα, (4.8)

where the last inequality follows from the fact that 0 ≤ α < 1
β ≤ 1. By Gronwall’s inequality,

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| . ǫα.

In the case 1
β ≤ α < 1, from Lemma 3.4 (ii),

E sup
0≤t≤T

Iǫ3(t) . ǫ. (4.9)

Taking supremum and expectation on both sides of (4.2) and combining (4.3)–(4.6) and (4.9),

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)|

.

∫ T

0
E sup

0≤s≤t
|uǫ(s)− ūǫ(s)|dt+ ǫ+ ǫα

≤
∫ T

0
E sup

0≤s≤t
|uǫ(s)− ūǫ(s)|dt+ ǫα, (4.10)
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where the last inequality follows from the fact that 0 ≤ α < 1. By Gronwall’s inequality,

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| . ǫα.

Combining the two cases above, we finish the proof for part (i) of Theorem 2.1.

Let us turn to the proof of part (ii) of Theorem 2.1, which is more subtle. In this case, from

(4.2)–(4.3), (4.5), (4.7) and the Lipschitz property of f ,

E|uǫ(t)− ūǫ(t)| .
∫ t

0
E|uǫ(s)− ūǫ(s)|ds + ǫ+ ǫ

1

β + E|ǫ
1

β v̄ǫ3(t)|,

which means

sup
0≤t≤T

E|uǫ(t)− ūǫ(t)|

.

∫ T

0
E|uǫ(t)− ūǫ(t)|dt+ ǫ+ ǫ

1

β + sup
0≤t≤T

E|ǫ
1

β v̄ǫ3(t)|

≤
∫ T

0
sup
0≤s≤t

E|uǫ(s)− ūǫ(s)|dt+ ǫ+ ǫ
1

β + sup
0≤t≤T

E|ǫ
1

β v̄ǫ3(t)| . (4.11)

Then we have

lim
ǫ→0

sup
0≤t≤T

E|uǫ(t)− ūǫ(t)| = 0

provided that

lim
ǫ→0

sup
0≤t≤T

E|ǫ
1

β v̄ǫ3(t)| = 0, (4.12)

which is an immediate consequence of Lemma 3.6. The proof is complete.

We point out that, it is not clear for us whether the stronger convergence

lim
ǫ→0

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| = 0,

is true, but we can give a necessary and sufficient condition for it. From (4.2)–(4.5) and (4.7),

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| .
∫ T

0
E sup

0≤s≤t
|uǫ(s)− ūǫ(s)|dt+ ǫ+ ǫ

1

β + E sup
0≤t≤T

|ǫ
1

β v̄ǫ3(t)| .

Then we have

lim
ǫ→0

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| = 0

provided that

lim
ǫ→0

E sup
0≤t≤T

|ǫ
1

β v̄ǫ3(t)| = 0. (4.13)

Conversely, from (1.2), (4.1) and (4.5),

uǫ(t)− ūǫ(t)

= ǫ−1

∫ t

0
v̄ǫ1(s)ds+

∫ t

0
f(uǫ(s))− f(ūǫ(s))ds − ǫv̄ǫ2(t) + ǫ

1

β
−1

∫ t

0
v̄ǫ3(s)− L(t)

= ǫ−1

∫ t

0
v̄ǫ1(s)ds+

∫ t

0
f(uǫ(s))− f(ūǫ(s))ds − ǫv̄ǫ2(t) + ǫ

1

β v̄ǫ3(t).
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Now we take v0 = 0 and f = 0. From (3.18) and (3.20),

uǫ(t)− ūǫ(t) = ǫ
1

β v̄ǫ3(t).

The equation above, together with our previous analysis, implies that

lim
ǫ→0

E sup
0≤t≤T

|uǫ(t)− ūǫ(t)| = 0

if and only if (4.13) holds.

However, to our best knowledge, it is unclear whether (4.13) holds true.

Remark 4.1. We can also consider the situation when assumption (A1) is replaced by

(A3) L is a pure jump Lévy process without big jump, that is, the Lévy–Itô decomposition

reads

L(t) =

∫ t

0

∫

|x|<c
xÑ(dsdx), (4.14)

for some constant c > 0.

Theorem 2.1 is true under (A2) and (A3). To prove the theorem in this case, one can take

β = 2 in (1.4) and (1.5), write Lemma 3.1–3.6 in a similar manner, and obtain the convergence

rate by repeating the procedure in this section. Again, the case α = 0 needs a finer analysis.
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