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Abstract

We provide the proof of convergence of the directional diffusion
splitting scheme for two-dimensional parabolic and elliptic advection-
diffusion-reaction problems with certain restrictions on problem data.

1 Introduction

In the article [3] we introduced directional diffusion splitting scheme for two-
dimensional advection-diffusion-reaction (ADR) problems of parabolic and
elliptic type. This scheme allow us to parallelize computations by decom-
posing the each time integration step from two-dimensional problem into
the set of one-dimensional ADR problems.

In this article we provide the proof of convergence of the mentioned
method for parabolic problems on bounded time domain as time step goes
to zero. In the same time we provide proof of convergence of the iterative
process with application of the method using fixed time step as the number
of steps go to infinity. In both cases there are some natural considerations
on the problem data and scheme parameter choice. Also we need certain
restrictions on advection field for those proofs.

The paper is structured as follows: first we define model ADR problem;
then we describe the algorithm from [3]; after that we present mentioned
proofs.
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2 Advection-diffusion-reaction problem
Let us consider the following two-dimensional Dirichlet problem for the sta-
tionary (elliptic) advection-diffusion-reaction equation:
find function u:Q — R such that:
—pAu+B-Vu+ou=f in QCR? (2.1)
u=0 on I'=00
and a corresponding non-stationary problem for parabolic equation:
find function u = u(z,t) : Q@ x [0,7] — R such that:
uj —MAxu+§-Vzu—|—au: f in Qx (0,77,
u(z,t) =0, (z,t)el x[0,7], T:=0Q
u(z,0) = up(z), =€,

(2.2)

where ) is a bounded domain with a Lipschitz boundary T' = 9Q, u =
const > 0 and ¢ = const > 0 are coefficients of diffusion and reaction
respectively, function f = f(z) and vector § = (B1(z), B2(z)) represent
the sources and advection flow velocity respectively. We will consider non-
compressible flow, i.e., V - B =0 and 5 # 0 in Q. Also we consider the
case, when vector field 5 does not have closed integral curves completely
contained in Q.

When we let the time T' = +o00 it can be shown, that the concentration
u stabilizes in time, i.e. we will have dynamic equilibrium, u; — 0 as
t — 4o00. In other words, we will have the degeneration of the problem

(2.2) to stationary problem ({2.1)).

3 Variational formulation

The boundary value problem (2.1)) admits the following variational formu-
lation:

{ﬁnd u €V := H}(Q) such that, (3.3)
a(u,v) = (l,v) YveV,
where:
a(u,v) = / (uVgu - Vv + Ev -Vau+ ouwv)dzr Yu,v €V,
¢ (3.4)

(lvy = [ fvde YveV.
/



Consider standard Lebesque scalar product (w, q) fQ wqdz. Using com-
ponents from we can write the variational formulatlon for parabolic

problem ([2.2)):

find w € L?(0,T;V) such that,

(U;,U) + a(u, U) = <l,?.1> Yo € ‘/’ (35)

Below, in this paper we will use standard L? norm of functions everywhere,
unless otherwise specified. Also we consider standard Euclidean vector norm
everywhere, when vector value is under the norm (if it is function, then we
treat the norm of that vector-valued function as a scalar function itself).

4 Semi-discretized directional diffusion splitting
scheme

Let us consider the normalized advection vector field b(z) = (b1 (), by () :=
B/115]l. Consider also orthogonal vector field ¥(z) = (Ba2(z), —B1(x)) and
corresponding normalized field p'= 7/||7||.

Let us define time step At and a fixed parameter 8 € (0,1). Let us
denote by w; (for integer j) an approximation to the function u(x,t;) in the
time moment t; = jAt.

In [3] we propose to decompose the bilinear form of the problem into two
terms

a(u,v) := s(u,v) + m(u,v), (4.6)

where

_ / (BT ) (B7V 40) + ]| BT Vo + o) da

° (4.7)
m(u,v) ::/u(ﬁTVmu)(ﬁTva)dw
Q

and use the following two-step scheme:

(Ujy1,0) +0ALs(,1,0) = ({,v) — s(uy,v)

T1’ Yitd
Uiyl = uj A+ Aty 48
(J+3,v)+0Atm( 43 V) = —m(ujJr%,v)

Ujt1 = U1 +Atuj+%, YveV, j=0,1,..



for obtaining approximate solution to problem . As a limit case, we
also can use the procedure as an iterative algorithm for solving .
The difference is in the usage of time step At. For parabolic problem we
need to decrease it, while keeping 7" fixed and finite. For elliptic problems
we fix At and pass j to infinity.

If we wish to solve original stationary problem with dominated advection,
we should consider corresponding non-stationary counterpart with ug € V'
calculated as a solution of the following equation:

s(ug,v) = (l,v) YveV (4.9)

since in that way we will obtain ”from start” good approximation to the
initial equation, since the dynamic of the processes will be mainly directed
by advection in that case.

In [3] we provide parallelizable algorithm for approximate solving of each
of the variational problems from the steps , and this algorithm is the
key reason of possible practical usage of the scheme .

5 Convergence study

In this section we consider two convergence theorems: for parabolic and
elliptic problems respectively. For the beginning we need one simple lemma:

Lemma 5.1. Consider scalar function w : @ — R: w(z) := 18()]. If
B#0,V-8=0and V-b>0 in Q, thenw’ggo in Q.

Proof. Consider Fig.

Figure 5.1: Flow diagram for lemma [5.1}



We have there curvilinear domain w := ABCD, spanning on the seg-
ments of flow lines of vector field 5 and the orthogonal field 4 (segments
AB and CD). Using Gauss-Ostrogradsky and mean value theorems with
the above conditions, we get:

o_/v Bdm—/ - Bdl = ({/ Aé 18]|dl = (5.10)

= |B©)ICD| ~ | B)lIIABI,

where £ € CD, n € AB and 71 is a unit outward normal vector to the domain
w.
In the same manner, taking into account that [|b|| =1 in :

0</V bda:— n bdl = (C/ A/B dl = (5.11)

=|CD| - |AB|.
By combining ([5.10]) and ( -, we obtain:

131 _ 1481 _
I

Passing to the limit in (5.12)) with |[CD| — 0, pulling the segments AB and
CD to the single points P and @ respectively, we get

1B@) < 1B(P)]I (5.13)

Since P and @ are arbitrary points on the selected flow line of the vector
field 3, we see, that the function w(z) = ||f(x)|| is not ascending along the
integral curve defined by the 3, i.e. w/’g <0. O

(5.12)

Theorem 5.1. Suppose, that advection field is ”divergent” in the following
sense: V-3 =0 and V -b > 0. If the problem data (E, f, uwo) and domain
boundary 0$2 are sufficiently smooth, that the classic solutions of and
variational problems from exists and parameter 6 > %, then the ap-
proximations u; defined by converge to the solution u of in L?
norm as At — 0. (i.e. Aty o icpiag lug — u(+,t;))|> = 0 as At — 0).

Proof. As we will see in the proof, without loss of generality, we can consider
the case when 3(z,y) = (B8(x,%),0) and Q = [0, 1]?. To transform the generic



E we need to change coordinate system to other orthogonal system, when
X axis is going along the direction of 5 .
From the lemmawe conclude, that for our setting we will have 3, < 0.
Let us rewrite steps of by excluding intermediate values %, 1 and

J+7
., 3. We will obtain:

(uj+%, v) + GAts(ujJr%,v) = At(l,v) + (uj,v) + At(0 — 1)s(uj,v),

(Ujt1,v) + 0AtM(ujt1,v) = (uj+%, v) + At — 1)m(uj+%,v),
YVoeV, 0<j<T/At

(5.14)
Let us define operators acting on C?(£2):
0* 0
By := —0Atu—— + 0AtB(x,y)— + (1 + 0Ato),
2 oz
2 (5.15)

0

In scope of our assumption on regularity, we can rewrite ([5.14]) in strong
form:

Bgu- 1= Bg_1U' + Atf,
{ ok ! (5.16)

RQ’LL]'_H = Rg_lujJr%.

By excluding fractional step value Ujp1 we can rewrite (5.16) in the
following way:

ujp1 = Ry'Ro_1B, ' By_1uj + AtR;'Ry_1B, ' f. (5.17)

To prove stability let us estimate the norm of the operator T :=
R;lR(;,lBG—lB@,l under L? norm of the argument on the space Cg(Q).
We can write:

IT|1” < || Ry ' Ro—1]1* (|1 By ' Bo—1l|® (5.18)

Note, that each pair of the operators Ry, Ry_1, By, Byp—1 commute. Let
us define space H := {u € CZ(Q)|Ryu € C3(Q)}. Note also, that for each
v € C3(Q) we can find unique u € H, such that v = Ryu. For the first norm,
taking into account commutativity, we have:



1Rg ' Ro—rvl® _ |IRg' Ro—1Roul® _

IRy Ro-1]|* = sup

veCR(Q) [[v]12 ueH (| Rou||?
IR, ' RyRo_1ul|? | Ro_1u?
ueH | Roull wer || Roull
— (0 — DAt + ul?
wer || — 0Atpuy, + ul|?
B Jull* = 2(0 — 1) Atp(u, uy,) + (0 — 1)? At 2 |Juy, [|*
= sup 2 1 242,22, |2 -
Tl — 20At(u, ) + PAEE |
Jull? 4+ 2(0 — 1) Atp|u |* + (0 — 1)2At? 2 ||uy, ||?
= Sup 2 T2 2 02 A2, 200 12
ueH |ul[? + 20 Atpul[uy, [|2 + 602 A2 12wy, |

Let us assume that the last expression is less than or equal to some
number p € (0,1). We get

lull* +2(0 — 1) Atpllu|* + (0 — 1)2 At |uy, ||* <

(5.20)
< p|[ull® + 20 Atpl|u, || + 62 A1 |y, [*)
We can regroup the last inequality in the following way:
L—p)|ull® + (0 — 1)2A2u?||ull |1* <
(1= llul® + (0 = DEAL g | < 5o

12 2 A2, 20,0 |2
< 20tu(1— 6(1 — p) | + pBP AL ol |
Taking into account Friedrichs inequality which we can write for our

domain in the following form:

luall* < 5l |12, (5.22)

N

we can see, that (5.21)) will be satisfied if

1 _ 2Atp(1 —6(1 = p))
2~ 1—p

(5.23)

and

(1—6)% < ph* (5.24)

Note, that (5.22)) and (5.23) will have different coefficient than 1/2, if we
suppose the Q (here we denote by  the resulting domain after trans-
formation of coordinate system) has more general structure and does not




equal to unit square. More precisely, it will be d?/2, where d = max{ys —
v |(z,y1), (x,y2) € Q}. Obviously, this will not take any effect on a further
considerations.

The last inequality can be rewritten as:

1
1+/p
From (5.23) and (5.25) we see, that for any At if 6 > 1/2, then
R, " Ro_1| < 1. If 6 = 1/2, than it is not hard to see that HR9_1R9_1H <1.
Let us estimate now || B, 'By_1|| in the similar way as in (5.19). Define
space G := {u € C3(Q)|Bau € C3(2)}. We have:

= (5.25)

_ By_1ul)?
By By 1|)? = sup [1Bs—1u]l” =
1Bo" Borll” = sup T2

. | — (0 — DAtpu?, + (6 — 1) Atpul, + (1 + (6 — 1) Ato)ul?
- | — 0ALuu + OAtRU, + (1 + 04t )ul? '

(5.26)

By comparing numerator and denominator, supposing the last expression
is < 1, with expanding the squares of the norms and using integration by
parts, we can obtain the following inequality:

1
—(20-1) At pigy—Puy | P~ (2+(20-1)Ato) | ulluy|® + ollul® - S (B, u®) | <0,

2
(5.27)
which is always true for # > 1/2 and condition 5, < 0, showing that
|B, ' By—1]| < 1. Taking into account (5.18), we have that:

T| <1, if 68>1/2,
{H <1 i / (5.28)

1T <1, if 6=1/2.

Now, using and the same considerations as in [2] for the repre-
sentation of type , it is not hard to see that the scheme is stable for
0>1/2.

To prove that the scheme is approzimative we should note, that for some
starting value u; each of the variational problems on single step defined by
approximates the value of corresponding function in the time ¢; 4+ At,
i.e. value of uj;1 will be approximation to some function w, defined in scaled
domain, i.e. in point ¢; + 2At.



Let us consider Taylor expansions for the exact solution wu(z,t) as a
function of ¢ around the point ¢ = ¢; with fixed x:

At At At?
oty 4 50) = ulont) + Gradte ) + Sl )
2

N (5.29)
ul, by + At) = ula, ;) + Atz t5) + Sy (w0, 0()),

where {(x) € [tj,t;+At/2], n(z) € [t;,t;+ At]. By formally substituting
(5.29) into the scheme (5.14) and considering u as a function of ¢ (after

substitution we will have integration over x) we obtain:

Si(t5), ) + st 0) = {1,0) + O(A),
Shlt5),0) + m(ult;), o) = O(A0)

By summing up two last equations and taking into account (4.6) we
obtain:

(5.30)

(uy(t5),v) + au(t;),v) = (l,v) + O(At), (5.31)

as At — 0. Note that we denoted by O(At) some linear functional which
has norm bounded with respect to At as At — 0

Comparing with exact problem ({3.5)) we see that the scheme (|5.14
is approximative. Note, that in scope of our regularity assumptions ((5.31
can be rewritten in strong form, thus showing approximativity also in L
norm.

Now, since our scheme is approximative and stable, from the Lax equiv-
alence theorem [I} 2 4] we get that it is convergent.
O

Theorem 5.2. Suppose, that advection field is ”dzvergent” in the following
sense: V-5 =0 and V -b > 0. If the problem data (ﬁ, f, uo) and domam
boundary OS2 are sufficiently smooth, that the classic solutions of (3.5)) and
variational problems from exists, parameter 6 > % and step At 18
fized, then the approximation u; defined by converges to u € L*(Q) as
j — oo. If the limit function u € V, then it is a solution of the following
problem:

{ﬁnd u €V :=Hy(Q) such that, (5.32)

a(u,v) = (l,v) + (r,v) YveV,
where ||r|| = O(At) as At — 0.



Proof. Let us consider some fixed At. Using results from the previous proof,
for § > 1/2 we have v := ||T'|| < 1. For that case for our assumptions for
the process we have [|[Tuy — Tup|| < v||ug — upl| for k,p = 0,1, ...
Note, that in the standard proof of Banach fixed-point theorem for checking
existence of the limit function, we calculate distance only between sequence
elements. In that way, we can omit requirement on 71" to be contraction on
the entire definition domain, but keep it only for the set of sequence elements.
Thus we will be able to proof that the sequence {u;} is fundamental in L?
norm, and thus we have, that there exists a limit function v € L?(2). So,
by passing to limit as j — oo in , in the case when u € V', we see, that
there exists also function @ € V, such that:

(u,v) + 0Atm(u,v) = (a,v) + At(6 — 1)m(a,v). (5.33)

{(a, v) + OAts (i, v) = At v) + (u,v) + At(0 — 1)s(u, v),

First equation of the scheme can be considered as a one-At time step

for the initial function u. Taking into account convergence of such scheme

with bilinear form s(u,v) as At — 0, we conclude that @ = u + k(At)At,

where k(At) is bounded as At — 0. By substituting this into two equations

of with summing them up (taking into account ) and regrouping
terms we get:

a(u,v) = (l,v) + At[(0 — 1)m(k,v) — Os(k, v)]. (5.34)

By taking (r,v) := At[(0 — 1)m(k,v) — 0s(k,v)] we finish the proof.
O

Remark. From the last theorem we see, that even for stationary case we
should set the At parameter of the iteration process sufficiently small to
make final approximation matching exact stationary problem more accurate.
That is why for advection-dominated problems it is naturally to choose initial
approrimation ug as a solution of .

Note, that we supposed, that the problem data is smooth enough to
have existing smooth solution (which is logically to conclude after reducing
problem into the set of one-dimensional problems as in [3]). From the nature
of the processes it is reasonable also to have smooth f, such that f|;, =
0. It is a question, in which most general class solutions u; lies. Note,
that diffusion matrix in the variational forms s(u,v) and m(u,v) is actually
projection matrix and it is in general not positive-definite, making standard
proof of solution existence using Lax-Milgram lemma not possible.
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Note also, that we may use a different approach to show stability. It
is based on so-called energy equations [2] [4] and it can be applied to more
weakened assumptions on the solutions, but, from the other hand, it imposes
some limitations on scheme coefficient 6. For example, let us consider fully
implicit scheme, i.e. 8 = 1. In take v = Uji 1 in the first equation

and v = u; 1 in the second one. We will obtain:

{”ujJr%HQ + Ats(uj+%,uj+%) = At(l,uj+%> + (Uj,uj+%)a (5.35)

| + Atmujr, wjn) = (ujy 1, uj4n).

It is not hard to see that s(v,v) > o|lv||? and m(v,v) > 0. Taking this into
account and also Cauchy—Schwarz inequality, we obtain:

(1 + oA fuy 1 [1* < At gl + gl 1, 36)
a1 < Mgy 1 g,
or
(14 oAt)|lu;y 1l < ALLF+ [lugll,
(5.37)
gl < flujp ol
By combining inequalities from (5.37]) we get:
1 At
; < |y —_ . 5.38
gl < sl + o 1] (5.38)

Since a := 1/(1 + 0At) < 1 we get stability. To be more precise, we can
recursively apply the (5.38)) and obtain:

Juill < ?lluoll + (1 + a+a? + ... + ad 1At f]. (5.39)
For finite T' (i.e. 0 < j < T/At) from (5.39) we have:
[l < fuoll + T £ (5.40)

For the case when o > 0:

al\t

l—«o

sl < o |uol| +

[nals (5.41)

For fixed At and u; — u as j — oo from ([5.41]) we have:

alt
l1—«

lull <

I£1- (5.42)
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Remark. Note, that we provided proof for the splitting scheme itself, i.e.
for semi-discretized scheme, in which we do not considered discretization in
spatial dimensions and how it is affecting the computational process. For
the fully-discretized scheme we will have iterations on finite- dimensional
spaces. To study that probably we can apply known von Neumann spectral
stability analysis by studying appropriate eigenvalues of matrices obtained
from, for example, finite element method. In general, suppose, that we have
some "projection-like” operator Dy, mapping exact solutions u; to appro-
priate discrete approximation u;’ Note, that such operator gives us result
of application of spatial discretization two times, since we have two sub-
steps on each time step. It is natural to assume, that ||I — Dy| < Ch,
where h is some characteristic discretization parameter (like finite ele-
ment diameter). In that case |Dy| = 1+ O(h). If we rewrite as
ujr1 = Tu;j +AtLf and use D to that scheme, we will build fully discretized
variant u;?_i_l = DhTu;-L + AtDpLf. If showing approzimativity can be done
in the usual way, for stability we need to have ||DpT| = ||Dp|l||T| < 1.
In scope of , if 0 > 1/2, we need to choose h small enough, to have
|Dall < 1/IITT

6 Conclusions

In this paper under certain natural assumptions we provide the proof of
convergence of the directional diffusion splitting scheme for two-dimensional
parabolic and elliptic advection-diffusion-reaction problems. Several ques-
tions are open for now. First: how the error from intermediate interpolation
(technically used to re-map solutions between the two substeps of the scheme
in [3] and is not encountered in this article, as it is possible to avoid it) is
propagated through the time? Second question: how to proof the conver-
gence in the case when advection speed is variable along the flow line? Third
question: how to proof convergence or apply the method in the case advec-
tion field has more complex structure or the space dimension number is
greater than 27 Fourth question: how the discretization in spatial variables
will affect the convergence properties (since we proved convergence of split-
ting procedure itself, i.e. semi-discretized approximations in time, without
considering spatial discretization which can be done by different ways)?
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