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High Order Finite Difference Schemes for the Transparent

Boundary Conditions and Their Applications in the 1D

Schrödinger-Poisson Problem

Meili Guo · Haiyan Jiang · Tiao Lu · Wenqi

Yao∗

Abstract The 1D Schrödinger equation closed with the transparent boundary condi-

tions(TBCs) is known as a successful model for describing quantum effects, and is

usually considered with a self-consistent Poisson equation in simulating quantum de-

vices. We introduce discrete fourth order transparent boundary conditions(D4TBCs),

which have been proven to be essentially non-oscillating when the potential van-

ishes, and to share the same accuracy order with the finite difference scheme used

to discretize the 1D Schrödinger equation. Furthermore, a framework of analytic

discretization of TBCs(aDTBCs) is proposed, which does not introduce any dis-

cretization error, thus is accurate. With the accurate discretizations, one is able to

improve the accuracy of the discretization for the 1D Schrödinger problem to arbi-

trarily high levels. As numerical tools, two globally fourth order compact finite differ-

ence schemes are proposed for the 1D Schrödinger-Poisson problem, involving either

of the D4TBCs or the aDTBCs, respectively, and the uniqueness of solutions of both

discrete Schrödinger problems are rigorously proved. Numerical experiments, includ-

ing simulations of a resistor and two nanoscale resonant tunneling diodes, verify the

accuracy order of the discretization schemes and show potential of the numerical al-

gorithm introduced for the 1D Schrödinger-Poisson problem in simulating various

quantum devices.
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1 Introduction

The present trend of semiconductor fabrication technology shows a dramatic size

reduction of semiconductor devices. As a result, quantum transport models are con-

sidered in order to clearly understand the electrical properties of nanoscale devices.

Three equivalent approaches are proposed to model nanoscale devices, including

the Wigner transport equation[8,7], the non-equilibrium Green’s function(NEGF)

method [5,9], and the Schrödinger equation[17,16,14].

We use the 1D Schrödinger equation to describe the characteristics of quantum

devices, where appropriate boundary conditions are needed to confine the problem

in a bounded domain. The set of transparent boundary conditions (TBCs)[2] is a

good candidate, and the yielded 1D Schrödinger problem, i.e., the 1D Schrödinger

equation equipped with the TBCs, admits a unique solution, thus is well-defined.

When simulating realistic devices, one has to consider self-consistent potential due

to the difference of electron density and doping density. Therefore, a nonlinear 1D

Schrödinger-Poisson problem is yielded naturally, by taking into account a potential

governed by a Poisson equation equipped with appropriate boundary conditions, such

as the electric neutrality boundary conditions used in this paper.

Discretizing TBCs is crucial in the development of numerical tools for solving

the 1D Schrödinger problem. As is described in [1], inappropriate discretizations

of TBCs lead to unphysical spurious oscillations in numerical solutions when po-

tential vanishes. To solve this problem, a set of discrete fourth order transparent

boundary conditions(D4TBCs) are introduced in this paper together with a fourth

order compact finite difference discretization of the 1D Schrödinger equation. In ad-

dition, we prove the solution of the yielded discretization system corresponding to

the 1D Schrödinger problem is unique with the form of discrete plain waves, which

in turn explains extinction of spurious oscillations when potential vanishes. How-

ever, discrete transparent boundary conditions(DTBCs), no matter our D4TBCs or

Arnold’s[1], have drawbacks. To deduce discrete transparent boundary conditions, a

discrete dispersion relation is needed, to obtain which an algebraic equation has to

be solved. The order of the algebraic equation is determined by the stencil used for

spatial discretization of the 1D Schrödinger equation, and the larger the stencil is, the

higher the order of the algebraic equation will be. Furthermore, DTBCs introduce dis-

cretization error. To overcome drawbacks possessed by DTBCs, we further propose

the framework of analytic discrete transparent boundary conditions(aDTBCs), which

is accurate in discretizing the TBCs. More importantly, without high order algebraic

equations to solve, we are able to improve the accuracy order of the discretization

of the 1D Schrödinger problem to arbitrarily high, by using aDTBCs. For numerical

simulations, we introduce a fourth order compact finite difference discretization of
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the 1D Schrödinger problem involving the aDTBCs, which also well-defined due to

the uniqueness of solution.

The resonant tunneling diode(RTD) has been widely used as a high-frequency and

low-consumption oscillator or switch, and is studied both experimentally and theo-

retically over decades[6,3]. In order to simulate RTDs, we propose an algorithm to

solve the 1D Schrödinger-Poisson problem, where two discrete models are available,

by equipping D4TBCs and aDTBCs, respectively. Numerical experiments are carried

out following the algorithm and include two stages. In the first stage, we simulate a

classic n++ − n+ − n++ resistor and an RTD, with the potential known as a priori, to

verify fourth order accuracy of both discrete models. In the second stage, the algo-

rithm is applied to simulate another RTD, with the potential updated simultaneously.

I-V characteristic curves of both RTDs are simulated, where typical features of RTDs

are observed, including negative differential resistance [19,18], and corresponding

performance in electron density, potential and transmission coefficients.

This article is organized as follows. In Sect. 2, we make a brief review about the

1D Schrödinger-Poisson problem. Finite difference discretizations of the Schrödinger

equation and TBCs are thoroughly discussed in Sect. 3, where well-posedness and

accuracy of yielded discrete systems are proved. Discretization of the self-consistent

Poisson equation equipped with electric neutrality boundary conditions is given in

Sect. 4, and an algorithm for solving the discrete Schrödinger-Poisson problem is

introduced subsequently. Sect. 5 is devoted to simulations of a short n++ − n+ − n++

resistor and two resonant tunneling diodes by using the algorithm presented in Sect. 4.

2 1D Schrödinger-Poisson problem

We consider 1D Schrödinger equation on the real line:

(

− ~
2

2m∗
d2

dx2
+ V(x)

)

ψ(x; k) = Eψ(x; k), x ∈ R, ∀k ∈ R, (1)

where ψ(x; k) denotes the complex wave function of the electron, E = ~
2k2

2m∗
is the

energy of an electron at steady state, physical parameters ~ and m∗ are the reduced

Planck constant and the effective mass of the electron. The potential function V(x) =

Vb(x) + Vs(x), where Vb(x) is the conduction band structure, and Vs(x) is an external

potential exerted to the device. Vs(x) is either a given potential function or determined

by a Poisson equation equipped with Neumann boundary conditions, which reads

− d2

dx2
Vs(x) =

q2
e

ε
(n(x) − Nd(x)), x ∈ [0, L], (2)

V ′s(0) = 0, V ′s(L) = 0, (3)

where ε is the dielectric constant, qe is the electronic charge, n(x) and Nd(x) denote

electron density and doping density, respectively. Furthermore, V is extended to x < 0

and x > L by setting

V(x) =

{

V(0), x < 0,

V(L), x > L,
(4)
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in order to meet the requirement of (1). When (4) is applied, (1) admits solution

which takes the form of:

ψ(x; k) =

{

Ae−ik1 x + Beik1 x, x ≤ 0,

Ce−ik2 x + Deik2 x, x ≥ L,
(5)

where A, B, C and D are arbitrary constants, and k1 =

√

2m∗(E−V(0))

~2 , k2 =

√

2m∗(E−V(L))

~2 ,

where E ≥ max{V(0),V(L)} is mandatory. Let the wave ψ(x; k) enter the device re-

gion, i.e., x ∈ [0, L], from x ≤ 0 with amplitude 1, and let a part of the wave be

reflected at x = 0 while the remaining part be transmitted and travel to +∞. Based on

the above assumption, (5) is further rewritten as

ψ(x; k) =

{

re−ik1 x + eik1 x, x ≤ 0,

teik2 x, x ≥ L,
(6)

where r and t are the so called reflection and transmission coefficients satisfying

|r|2 + |t|2 = 1. (1) and (2) would not form a well-posed problem confined to x ∈ [0, L],

unless appropriate boundary conditions are equipped to (1) restricted on x ∈ [0, L].

As discussed in [2], artificial transparent boundary conditions(TBCs) are appended

to close (1), which read

ψ′(0; k) + ik1ψ(0; k) = 2ik1, (7)

ψ′(L; k) − ik2ψ(L; k) = 0. (8)

One thing is noticed that TBCs are necessary conditions of (6), without requiring

the priori values of R and T . At equilibrium, the device is connected to two contacts

with the same Fermi levels, and the electron density n(x) in (2) is related to the wave

function through

n(x) =
1

2π

∫ ∞

−∞
F (EF − E(k)) |ψ(x; k)|2 dk, (9)

where

F (EF − E) =
m∗kBTL

π~2
ln

(

1 + exp

(

EF − E

kBTL

))

, (10)

and EF denotes the Fermi level of the left contact, kB and TL are Boltzmann constant

and temperature of lattice, respectively. However, when a bias voltage Vds is applied

to one of two contacts, saying the right one, then the total electron density is given

by[4]

n(x) =
1

2π

[∫ ∞

0

F (EF − E(k)) |ψ(x; k)|2 dk +

∫ 0

−∞
F (EF − qeVds − E(k)) |ψ(x; k)|2 dk

]

.

(11)

Under this circumstance, the current density reads

I =
qe

2π~

∫ ∞

0

T (E)
[

F (EF − E) − F (EF − qeVds − E)
]

dE, (12)
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where the transmission coefficient T (E) is defined as the ratio of the transmitted cur-

rent Itrans and the incident current Iinc, and can be expressed as

T (E) =
Itrans

Iinc

= 1 − |r|2 . (13)

3 Discretization schemes for the 1D Schrödinger problem

The whole problem contains two subproblems, i.e., the 1D Schrödinger prob-

lem((1) equipped with TBCs), and the self-consistent Poisson problem((2) -(3)), and

they both correspond to one model problem:

uxx = f (x), x ∈ [0, L], (14)

ux(0) + alu(0) = bl, (15)

ux(L) + aru(L) = br, (16)

where u, f , al,r, bl,r ∈ C depend on the specific problem. In this section, we firstly

propose a globally fourth order compact scheme for solving the model problem (14),

which could be directly applied to discretize the Schrödinger equation and the Pois-

son equation. In the rest of this section, lots of efforts are devoted to propose and

discuss two optimal discretizations of the TBCs, i.e., the D4TBCs and the aDTBCs.

3.1 A globally fourth order compact scheme for the model problem

Set a uniform mesh, saying xi = i∆x, i = 0, 1, · · ·Nx, Nx =
L
∆x

. Following one

of the traditional ways of constructing compact finite difference schemes[11,12], we

approximate the first and second derivatives of any smooth function u(x) via the linear

combination of nodal values:

p
∑

k=−p

ak (ux) j+k =
1

∆x

q
∑

k=1

bk

(

u j+k − u j−k

)

, (17)

l
∑

k=−l

αk (uxx) j+k =
1

∆x2

s
∑

k=1

βk

(

u j+k − 2u j + u j−k

)

, (18)

where ui, (ux)i and (uxx)i represent approximations of u, ux and uxx at xi, respectively.

Let p = q = l = s = 1 and match Taylor series coefficients of both sides of (17)

and (18) at xi to fourth order, respectively. As a result, one gets fourth order compact

schemes for discretizing ux and uxx at xi, i = 1, 2, · · · ,Nx − 1, which read

1

4
(ux)i−1 + (ux)i +

1

4
(ux)i+1 =

3

4∆x
(ui+1 − ui−1) , (19)

and
1

10
(uxx)i−1 + (uxx)i +

1

10
(uxx)i+1 =

6

5∆x2
(ui+1 − 2ui + ui−1) . (20)
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Recalling that u solves (14), we replace (uxx)i±1 (20) with fi±1, where fi represents

the approximation of f (xi)(with at least fourth order accuracy), and obtain a fourth

order discretization scheme for (14), which reads
(

λu j−1 − f j−1

)

−
(

2λu j + 10 f j

)

+
(

λu j+1 − f j+1

)

= 0, j = 1 · · · ,Nx − 1, (21)

where λ = 12
∆x2 . To discretize (15)-(16), two ghost points: x−1 , x0 − ∆x and xNx+1 ,

xNx
+ ∆x are introduced. We further adopt Taylor series expansion of ux(xi−1) and

ux(xi+1) at xi up to fourth order in (19), and obtain

3

2
(ux)i +

∆x2

4
(uxxx)i =

3

2
(ux)i +

∆x2

4
( fx)i =

3

4∆x
(ui+1 − ui−1) , (22)

where (14) is used. Therefore, we use second order central finite difference scheme

to replace ( fx)i in (22) and obtain an alternative fourth order discretization of ux(xi),

which reads

(ux)i = −
∆x

12
( fi+1 − fi−1) +

1

2∆x
(ui+1 − ui−1) . (23)

We will discuss the usage of (23) in discretizing boundary conditions of Schrödinger

equation and Poisson equation in detail, respectively, in subsequent sections.

3.2 The D4TBCs

We instantiate (14) with the Schrödinger problem. Applying (21), we discretize

(1) at interior grid nodes as

(

λψ j−1 − f j−1

)

−
(

2λψ j + 10 f j

)

+
(

λψ j+1 − f j+1

)

= 0, j = 1, 2 · · · ,Nx − 1. (24)

where f j =
2m∗

~2 (V j − E)ψ j, V j and ψ j denote by the approximations of V(x j) and

ψ(x j; k), respectively. Furthermore, ψx(0; k) is approximated with (ψx)0, where

(ψx)0 =

[

1

2∆x
− ∆x

12

2m∗

~2
(V1 − E)

]

ψ1 −
[

1

2∆x
− ∆x

12

2m∗

~2
(V0 − E)

]

ψ−1, (25)

by setting i = 0 in (23), replacing f±1 with 2m∗

~2 (V±1−E)ψ±1, where V−1 = V0 according

to (4). Similarly, one obtains

(ψx)Nx
=

[

1

2∆x
− ∆x

12

2m∗

~2
(VNx
− E)

]

ψNx+1 −
[

1

2∆x
− ∆x

12

2m∗

~2
(VNx−1 − E)

]

ψNx−1.

(26)

Substituting (25) and (26) in (7) and (8), and combining (24) at boundary grid points

x0 and xNx
to eliminate ψ−1 and ψNx+1, respectively, one obtains discretizations of (7)

and (8) respectively as

a0ψ0 + b1ψ1 = d0, (27)

and

bNx−1ψNx−1 + aNx
ψNx
= 0, (28)

where
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a0 = −2t + 10(E − V0) + 2ik1t∆x
t + E − V0

t + 2(E − V0)
,

b1 = t + E − V1 + (t + 2(E − V1))
t + E − V0

t + 2(E − V0)
,

d0 = 4ik1t∆x
t + E − V0

t + 2(E − V0)
,

bNx−1 = t + E − VNx−1 + (t + 2(E − VNx−1))
t + E − VNx

t + 2(E − VNx
)
,

aNx
= −2t + 10(E − VNx

) + 2ik2t∆x
t + E − VNx

t + 2(E − VNx
)
,

with t = ~
2

2m∗
λ. From now on, we shall call (27) +(28) the compact fourth order trans-

parent boundary conditions(C4TBCs). Consequently, a globally fourth order compact

discretization scheme is yielded for the Schrödinger problem, i.e., (24) equipped with

the C4TBCs.

Although (24) equipped with the C4TBCs possesses a desirable accuracy order in

discretizing the Schrödinger problem, it introduces spurious oscillation in numerical

solution when V(x) vanishes. We illustrate this phenomenon through an example.

Let V(x) ≡ 0, E = 0.5, L = 10, and a wave enter from x = 0. Parameters ~ =

m∗ = 1 for simplicity. Because V ≡ 0, the wave is completely transmitted through

x = L, thus ψ∗(x) = eikx solves the Schrödinger problem with k =

√

2m∗E
~2 . Norm of

numerical wave functions of the Schrödinger problem solved with different schemes

are collected in Fig. 1. Result corresponding to (24) equipped with the C4TBCs, is

plotted in red dash line. Corresponding curve of the exact wave function, i.e., ψ∗(x) =

eikx, is also shown in blue solid line as reference. Obviously, spurious oscillation

occurs when (24) is equipped with the C4TBCs.

Recalling (6), one notices it is insufficient to only consider high order discretiza-

tions of the TBCs, however the discrete form of the real solution is the priority. Based

on the work originally introduced in [1], we assume discrete wave solutions for x ≤ 0

and x ≥ L:

ψ j =

{

α j, j ≤ 0,

β j, j ≥ Nx.
(29)

Substituting (29) in (24), and letting V(x) vanishes for x < (0, L), one obtains two

distinct values of α:

α± =
t − 5(E − V0) ± i

√
12(E − V0)(t − 2(E − V0))

t + (E − V0)
,

and two distinct values of β:

β± =
t − 5(E − VNx

) ± i
√

12(E − VNx
)(t − 2(E − VNx

))

t + (E − VNx
)

.

Therefore, when t > max
{

2 (E − V0) , 2
(

E − VNx

)}

, |α± | = |β±| = 1 due to

α± = e±ik̃1∆x, β± = e±ik̃2∆x, (30)
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Fig. 1 Norm of numerical wave functions of the Schrödinger problem, where different

discrete boundary conditions are compared

with k̃1 and k̃2 the approximations of k1 and k2, respectively. The so called discrete

dispersion relations are thus obtained as

E − V0 =
t(1 − cos(k̃1∆x))

5 + cos(k̃1∆x)
, (31)

and

E − VNx
=

t(1 − cos(k̃2∆x))

5 + cos(k̃2∆x)
. (32)

Taking Taylor’s expansions of both right hand sides of (31) and (32), one finds out

E − V0 =
~

2 k̃2
1

2m∗
+ O(∆x4), E − VNx

=
~

2 k̃2
2

2m∗
+ O(∆x4), (33)

and subsequently,

k̃1 = k1 + O(∆x4), k̃2 = k2 + O(∆x4). (34)

Remark 1 Actually, (33) is generalized to

E − V0 =
~

2 k̃2
1

2m∗ + O(∆xp), E − VNx
=
~

2 k̃2
2

2m∗ + O(∆xp), (35)
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when the discretization scheme applied to discretize (1) has pth order accuracy. This

is because when we take Taylor’s expansion of the related scheme, and substitute

φ = eik̃1 x, for instance, in the scheme, we have

~
2k̃2

1

2m∗
φ + V0φ + O(∆xp)φ = Eφ,

which indicates the first relation of (35).

Substituting (30) in (29), one gets discrete waves in opposite directions for x ≤ 0

and x ≥ L, respectively. Making linear combinations of the above discrete waves

in opposite directions as described with (6), one obtains the approximation of the

solution outside the device:

ψ j =

{

Rα− j + α j, j ≤ 0,

Tβ j, j ≥ Nx,
(36)

where

α , α+, β , β+. (37)

As a result of (36),

ψ−1 − αψ0 = α
−1 − α, (38)

ψNx+1 − βψNx
= 0 (39)

are derived as an alternative discretization scheme of the TBCs, besides the C4TBCs.

Lemma 1 Let t > max
{

2 (E − V0) , 2
(

E − VNx

)}

be fulfilled. (38) and (39) corre-

spond fourth order discretizations of (7) and (8), respectively.

Proof. Taking Taylor’s expansion of ψ(−∆x; k) at x = 0, one sees

ψ(−∆x; k) = ψ(0; k)−ψ′(0; k)∆x+
ψ′′(0; k)

2!
∆x2−ψ

(3)(0; k)

3!
∆x3+

ψ(4)(0; k)

4!
∆x4+O(∆x5).

(40)

According to (6), one gets

ψ(2n)(0; k) = (ik1)2nψ(0; k), ψ(2n+1)(0; k) = (ik1)2n+1(2 − ψ(0; k)). (41)

Substituting (41) in (40), one further obtains

ψ(−∆x; k) = −ψ′(0; k)∆x +

[

1 +
(ik1∆x)2

2!
+

(ik1∆x)3

3!
+

(ik1∆x)4

4!

]

ψ(0; k)

+ 2i
(k1∆x)3

3!
+ O(∆x5)

= −[ψ′(0; k) + ik1ψ(0; k) − 2ik1]∆x + eik1∆xψ(0; k)

+ e−ik1∆x − eik1∆x + O(∆x5).

(42)

According to (34),

eik1∆x = α + O(∆x5) (43)
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is natural, and

ψ′(0; k) + ik1ψ(0; k) − 2ik1 = −
ψ−1 − αψ0 − α−1 + α

∆x
+ O(∆x4)

is thus obtained by substituting (43) in (42). Similarly,

ψ′(L; k) − ik2ψ(L; k) =
ψNx+1 − βψNx

∆x
+ O(∆x4)

could be deduced similarly. �

(38)-(39) is the so-called D4TBCs. According to Lemma 1, one arrives the first

main result of this paper, i.e., Theorem 1.

Theorem 1 (24) equipped with the D4TBCs forms a globally fourth order discretiza-

tion of the 1D Schrödinger problem. �

At the end of this section, we point out the set of D4TBCs is a ”good” candi-

date for discretizing the TBCs, not only because the accuracy order of the D4TBCs

matches that of (24), more importantly, but also because the D4TBCs essentially

avoid spurious oscillation in numerical solution when the potential vanishes. As an

evidence and for comparison, we show norm of numerical wave function which

solves (24) equipped with D4TBCs in Fig. 1, and one thing is obvious that oscil-

lation in the numerical solution brought with the C4TBCs vanishes essentially when

D4TBCs is used. This phenomenon is not accidental, since α j = eik̃( j∆x) (k̃ = k̃1 = k̃2)

is the unique solution of (24) equipped with the D4TBCs when V(x) ≡ 0. Related

conclusion and necessary proof are stated in Theorem 2.

As a preparation, which is also needed to prove Theorem 2, we introduce a dis-

crete version of integral by parts law, i.e., Lemma 2.

Lemma 2 Assuming u and v are two grid functions defined on {xi : −1 ≤ i ≤ Nx + 1},
one has

−∆x

Nx
∑

i=0

(δ2
xui)vi = ∆x

Nx+1
∑

i=0

(

δxui− 1
2

) (

δxvi− 1
2

)

+ (D+u−1)v−1 − (D−uNx+1)vNx+1, (44)

where

δxvi− 1
2
=

1

∆x
(vi − vi−1), δ2

xvi =
1

∆x
(δxvi+ 1

2
− δxvi− 1

2
),

D+vi =
1

∆x
(vi+1 − vi), D−vi =

1

∆x
(vi − vi−1).

(45)
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Proof. Clearly,

−∆x

Nx
∑

i=0

(

δ2
xui

)

vi = −
Nx
∑

i=0

(

δxui+ 1
2
− δxui− 1

2

)

vi

=

Nx
∑

i=0

(

δxui− 1
2

)

vi −
Nx+1
∑

i=1

(

δxui− 1
2

)

vi−1

=

Nx+1
∑

i=0

(

δxui− 1
2

)

(vi − vi−1) +
(

δxu− 1
2

)

v−1 −
(

δxuNx+
1
2

)

vNx+1

= ∆x

Nx+1
∑

i=0

(

δxui− 1
2

) (

δxvi− 1
2

)

+ (D+u−1) v−1 −
(

D−uNx+1

)

vNx+1.

�

Theorem 2 Let t > max
{

2 (E − V0) , 2
(

E − VNx

)}

be fulfilled. (24) equipped with the

D4TBCs has unique solution for arbitrary V(x).

Proof. Using (45), (24) and the D4TBCs are rewritten into

δ2
xψ j −

∆x2

12
δ2

x f j = f j, j = 0, 1, · · · ,Nx,

ψ−1 − αψ0 = α
−1 − α,

ψNx+1 − βψNx
= 0.

Obviously, uniqueness of the solution of (24) equipped with the D4TBCs is equiva-

lent to

δ2
xψ j −

∆x2

12
δ2

x f j = f j, j = 0, 1, · · · ,Nx, (46)

ψ−1 − αψ0 = 0, (47)

ψNx+1 − βψNx
= 0 (48)

only has a trivial solution.

Multiplying (46) by −∆xψ∗
j
, where ψ∗

j
denotes by the conjugate of ψ j, and sum-

ming all equations with respect to j for j ∈ {0, 1, · · · ,Nx}, we obtain

−∆x

Nx
∑

j=0

(δ2
xψ j)ψ

∗
j +

∆x2

12
∆x

Nx
∑

j=0

(δ2
x f j)ψ

∗
j = −∆x

Nx
∑

j=0

f jψ
∗
j . (49)

Applying (44) to the two summations on the left of (49), one reorganizes the result as

A1 = B1 + C1, (50)

where

A1 = ∆x

Nx+1
∑

j=0

(

δxψ j− 1
2

)

(

δxψ
∗
j− 1

2

)

+ ∆x

Nx
∑

j=0

f jψ
∗
j ,



12 Meili Guo et al.

B1 =
∆x2

12
∆x

Nx+1
∑

j=0

(

δx f j− 1
2

)

(

δxψ
∗
j− 1

2

)

,

C1 =
∆x2

12

[

(D+ f−1)ψ∗−1 − (D− fNx+1)ψ∗Nx+1

]

− (D+ψ−1)ψ∗−1 + (D−ψNx+1)ψ∗Nx+1.

At the same time, we multiply both sides of (46) with ∆x2

12
(−∆x) f ∗

j
, sum the yielded

equations again with respect to j for j ∈ {0, 1, · · · ,Nx}, and obtain

A2 = B2 + C2, (51)

where

A2 =
∆x4

144
∆x

Nx+1
∑

j=0

(

δx f j− 1
2

)

(

δx f ∗
j− 1

2

)

− ∆x2

12
∆x

Nx
∑

j=0

f j f ∗j ,

B2 =
∆x2

12
∆x

Nx+1
∑

j=0

(

δxψ j− 1
2

)

(

δx f ∗
j− 1

2

)

,

C2 =
∆x2

12

[

(D+ψ−1) f ∗−1 − (D−ψNx+1) f ∗Nx+1

]

− ∆x4

144

[

(D+ f−1) f ∗−1 − (D− fNx+1) f ∗Nx+1

]

.

Obviously, A1, A2 ∈ R and B1 = B∗
2
, which indicates

Im(C1 +C2) = 0. (52)

By using (47)-(48), one concludes that (52) is equivalent to

Im
(

g0|ψ−1|2α−1 + gNx
|ψNx+1|2β−1

)

= 0, (53)

where

g0 =
(

V0−E

t
− 1

)2
> 0, gNx

=
(

VNx−E

t
− 1

)2
> 0,

when t > max
{

2 (E − V0) , 2
(

E − VNx

)}

. Recalling (37), one notices the imaginary

parts of α and β have the same signs, thus

g0|ψ−1|2 = gNx
|ψNx+1|2 = 0,

which implies

ψ−1 = ψNx+1 = 0. (54)

Substituting (54) in (46)-(48), one finds out (46)-(48) admits a unique solution, which

concludes the proof of the theorem. �
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3.3 The aDTBCs

Based on the discussions made in Sect. 3.2, pros and cons of the D4TBCs are

quite clear. In one aspect, the accuracy order of the D4TBCs is consistent with the

order of the interior scheme, which is delightful. More importantly, spurious oscilla-

tion in numerical solution is avoided, when V(x) ≡ 0. However, in the other aspect,

an extra discrete dispersion relation is needed via solving an algebraic equation, with

the order of the algebraic equation increased as the accuracy order of discretization

scheme for the Schrödinger equation increases. At the same time, the dispersion re-

lation brought numerical error, so does the D4TBCs consequently.

Actually, TBCs could be discretized without introducing discretization error, as

long as ψ(x; k) is analytic near physical boundaries. In the rest of this section, we

always assume ψ(x; k) be analytic near both physical boundaries. Taking (7) for in-

stance, we use Taylor series with infinite terms to accurately express ψ(−∆x; k):

ψ(−∆x; k) = ψ(0; k) − ψ′(0; k)∆x +
ψ′′(0; k)

2!
∆x2 − ψ

(3)(0; k)

3!
∆x3 +

ψ(4)(0; k)

4!
∆x4

− ψ
(5)(0; k)

5!
∆x5 + · · ·

=

[

1 +
(ik1∆x)2

2!
+

(ik1∆x)3

3!
+

(ik1∆x)4

4!
+

(ik1∆x)5

5!
+ · · ·

]

ψ(0; k)

− ∆xψ′(0; k) − 2i

[

−
(k1∆x)3

3!
+

(k1∆x)5

5!
− · · ·

]

= −∆x
[

ψ′(0; k) + ik1ψ(0; k) − 2ik1

]

+ eik1∆xψ(0; k) − 2i sin(k1∆x),

where (41) is noticed. As a result, a discretization scheme for (7) without discretiza-

tion error is yielded as

ψ−1 − eik1∆xψ0 + 2i sin (k1∆x) = 0, (55)

where k1 and E satisfy the exact dispersion relation, i.e., k1 =

√

2m∗(E−V0)

~
. Similarly,

the analytic discretization of (8) reads

ψNx+1 − eik2∆xψNx
= 0, (56)

which does not introduce any discretization error, too. (55)-(56) is a specific exam-

ple of the aDTBCs. Clearly, the overall accuracy order of (24) equipped with the

aDTBCs totally depends on the appearance of the discretization scheme applied to

discretize the Schrödinger equation. The result of the uniqueness of the solution of

(24) equipped with the aDTBCs is provided in Theorem 3, where the proof is omitted

due to its similarity with the proof of Theorem 2.

Theorem 3 Let t > max
{

2 (E − V0) , 2
(

E − VNx

)}

be fulfilled. (24) equipped with the

aDTBCs has unique solution for arbitrary V(x). �
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Table 1 Convergence orders of (24)equipped with the D4TBCs and the aDTBCs,

respectively

BCs Nx = 200 Nx = 400 Nx = 800

D4TBCs 4.00043 3.99986 4.00085

aDTBCs 4.00187 4.00137 4.00107

We make comparisons between the two discretization schemes: (24) equipped

with the D4TBCs and the aDTBCs, respectively, by comparing their accuracy orders

via solving the example studied in Sect. 3.2. Numerical results given in Table 1 show

that fourth order accuracy is globally achieved by (24) equipped with either one of

the D4TBCs and the aDTBCs.

As depicted in Fig. 1, spurious oscillation exists in the numerical solution when

V ≡ 0, too, when aDTBCs is applied. However, apparent reduction in amplitude of

the spurious oscillation occurs, when the aDTBCs is compared to the C4TBCs. More

importantly, it is not clear whether spurious oscillation still exists when V(x) . 0, by

using any of boundary discretization schemes discussed in this paper, including the

D4TBCs.

Thanks to the aDTBCs, one is able to improve the overall accuracy of the dis-

cretization scheme for the Schrödinger problem to arbitrarily high order. Applying

(18) to discretize (1) at grid points xi, i = 0, 1, · · · ,Nx, one finds out it is neces-

sary to express (ψxx)i and ψi for i < 0 and i > Nx with interior or with boundary

nodal values of ψ to close the equations. Noticing ψ solves (1) outside the device

with (4) satisfied, i.e., (ψxx)i<0(i>Nx) =
2m∗

~2 (Vi<0(i>Nx) − E)ψ, where Vi<0 = V0 and

Vi>Nx
= VNx

, one observes unknowns outside the device region really needed to be ex-

pressed are {ψ j, j = −1, · · · ,−L} and {ψNx+ j, j = 1, · · · , L}, with L = max{l, s}. Simi-

lar to the way that adopted in deriving (55), we consider Taylor series of ψ(− j∆x; k),

j = 1, 2, · · · , L, with infinite terms, and deduce two sets of accurate discretizations of

the TBCs, which read

ψ− j − eik1( j∆x)ψ0 + 2i sin (k1( j∆x)) = 0, j = 1, 2, · · · , L, (57)

and

ψNx+ j − eik2( j∆x)ψNx
= 0, j = 1, 2, · · · , L. (58)

(57) and (58) stand for a general framework of the aDTBCs, with which the over-

all accuracy of discretization for the 1D Schrödinger problem could be improved to

arbitrarily high levels.

However, DTBCs consistent with arbitrarily high order interior discretization are

essentially impossible to be deduced for L ≥ 3. The reason for the above assertion is

that to derive the required DTBCs, one needs to analytically solve a high order(at least

6th order) algebraic equation, in order to obtain the corresponding discrete dispersion

relations, which is theoretically impossible. Therefore, the aDTBCs could be used as

an alternative choice besides DTBCs, when V . 0 in simulating realistic devices or

high order schemes are desired.
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4 The iterative scheme for solving the Schrödinger-Poisson problem

Firstly, we instantiate (14) with the Poisson problem. Applying (21) to discretize

(2) at interior grid points, one obtains

λ(Vs)i−1 − fi−1 −
[

2λ(Vs)i + 10 fi
]

+ λ(Vs)i+1 − fi+1 = 0, · · · , i = 1, · · · ,Nx − 1, (59)

where (Vs)i denotes the approximation of Vs(xi), and

fi =
q2

e

ε
(Nd(xi) − ni), (60)

where ni is the approximation of n(x) at xi. According to (11), the density of electron

is defined as an integral on the real line, thus truncation of the integral is necessary in

numerical calculations. For EF used in all of the numerical experiments, one finds out

F(EF−E), which is given by (10), is less than 10−10 when E > 0.8(eV). Therefore, we

truncate the integral range into [0, 0.8](eV) and calculate ni via the adaptive Simpson

quadrature routine[13].

One further applies (23) to discretize (3) at x0 and xNx
, respectively, and obtains

the corresponding discretization schemes in the form of

(Vs)1 − (Vs)−1

2∆x
− ∆x

12
( f1 − f−1) = 0, (61)

and
(Vs)Nx+1 − (Vs)Nx−1

2∆x
−
∆x

12

(

fNx+1 − fNx−1

)

= 0. (62)

Applying (59) to discretize (2) at x0 and xNx
, and combining the results with (61) and

(62) respectively, one closes (59) with fourth order discretization of (3), i.e.,

−2λ(Vs)0 + 2λ(Vs)1 = − f−1 + 10 f0 + 3 f1,

2λ(Vs)Nx−1 − 2λ(Vs)Nx
= 3 fNx−1 + 10 fNx

− fNx+1.
(63)

where f−1 and fNx+1 are defined according to (60), and approximated with the adap-

tive Simpson quadrature mentioned previously, where ψ−1 and ψNx+1 involved in the

integrals are determined through the D4TBCs or the aDTBCs. As a result, a globally

fourth order discretization of the 1D Schrödinger-Poisson problem is proposed by

equipping (24) with the D4TBCs or the aDTBCs, and coupling (59) equipped with

(63). For the convenience of subsequent discussion, we name (24) with the D4TBCs

and the aDTBCs as the DS1 and the DS2, respectively, and the whole 1D discrete

Schrödinger-Poisson system involving the D4TBCs and the aDTBCs as the DSP1

and the DSP2, respectively.

The details of the simulation process are given in Algorithm 1.

Algorithm 1

1 Make an initial guess about Vs(x). For example, the setup is Vs(x) ≡ 0 for RTD

simulation.

2 For any given energy E, solve (24) equipped with either the D4TBCs or the aDTBCs

to obtain corresponding discrete wave functions.
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3 If V(x) is known a priori, then terminate the iteration. Otherwise, calculate ni,

i = −1, 0, · · · ,Nx + 1, via the adaptive Simpson quadrature routine, where discrete

wave functions corresponding to plenty of sampling values of E should be solved re-

peatedly according to step 2. Then apply Newton-Raphson iteration [17,10] to solve

(59) equipped with (63). The criterion to end this Newton-Raphson iteration is

‖(Vs)
(p+1) − (Vs)

(p)‖L∞ ≤ 10−10, (64)

where p denotes the iteration step.

4 Repeat step 2 and step 3 till the numerical solution of the Schrödinger-Poisson prob-

lem converges, where the criterion for the convergence is the same as that used in the

3rd step, where p is the iteration step of the whole iteration.

5 Numerical experiments

In this section, we use several examples, including a short n++ − n+ − n++ resistor

and two RTDs, to validate theoretical accuracy orders of the discretizations, and the

ability of Algorithm 1 in simulating quantum devices.

5.1 A one dimensional n++ − n+ − n++ resistor

Fig. 2 Skeleton of a three dimensional n++ − n+ − n++ resistor, where the transport of

electrons in the x-direction is of concern

In Fig. 2, the skeleton of a short three dimensional n++ − n+ − n++ resistor is

shown. We further assume all physical quantities involved are homogeneous in both

the y-direction and the z-direction, thus the problem could be simplified as simulation

of a one dimensional resistor, where the appearance of electrons in the x-direction is

of concern. Parameters are set as that used in [5], which read: m = 0.25m0, where

m0 = 9.1×10−31 (Kg), ε = 10ε0, where ε0 = 8.85×10−12 (F m−1), TL = 300 (K), and

EF = 0.318 (eV). The device is 30 (nm) long in total and discretized with a uniform
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grid with 100 grid points. Vb ≡ 0 and the doping profile reads

Nd(x) =

{

1020 cm−3, x ∈ [0, 4.5] ∪ [25.5, 30](nm),

5 × 1019 cm−3, x ∈ (4.5, 25.5)(nm).
(65)

The simulation is carried out following Algorithm 1, where the numerical results

are in Fig. 3, Fig. 4, Fig. 5, and Table 2. Appearance of Algorithm 1 in simulating

the 1D n++ − n+ − n++ resistor is studied, by taking results obtained via solving

the problem yielded by applying the second order NEGF method[5] as benchmarks.

Numerical results about the potential functions and densities of electrons are shown

in Fig. 3 with Vds = 0 (V) and Vds = 0.25 (V), respectively. Vividly, curves simulated

following Algorithm 1 match that solved with the second order NEGF method.

0 5 10 15 20 25 30

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

(a) Vds = 0 (V)
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(d) Vds = 0.25 (V)

Fig. 3 Numerical results about the potential functions V(x)(on the left) and density

functions n(x)(on the right) simulated with two samplings of Vds, i.e., 0 (V) and

0.25 (V), respectively. The DSP1(in blue solid line) and the DSP2(in red dash line)

are both considered, for both values of Vds, separately. Corresponding results(in star)

solved with the second order NEGF method are shown as benchmarks
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Table 2 Convergence orders of DSP1 and DSP2

Method Nx = 100 Nx = 200 Nx = 400 Nx = 800

DSP1 4.0475 3.9906 4.0073 4.0815

DSP2 4.0178 3.9997 4.0052 4.0859

In order to examine the theoretical accuracy orders of the DSP1 and the DSP2,

respectively, we smooth the doping density function with

φ(x) =
5e5x

(1 + e5x)2
, (66)

and Vds = 0 (V) during the simulation. We define error vector δV∆x as the absolute

error of V∆x with respect to V
∗, where V∆x denotes the potential function solved on

a grid with grid space ∆x, and V
∗ is the projection of VL/1600 in the space where V∆x

lies in. The error function of the numerical solution is defined as

E∆x = maxδV∆x, (67)

and the accuracy order is estimated by calculating log2

(

E∆x

E∆x/2

)

with gradually halved

∆x. Numerical results about the convergence behavior and convergence orders of

DSP1 and DSP2 are separately shown in Fig. 4 and Table 2, which both indicate

good convergence of them.

0 5 10 15 20 25 30

-11

-10

-9

-8

-7

-6

-5

-4

(a) DSP1

0 5 10 15 20 25 30

-9.5

-9

-8.5

-8

-7.5

-7

-6.5

-6

-5.5

-5

-4.5

(b) DSP2

Fig. 4 Tendency of log10 (δV∆x) with respect to decreasing ∆x, where the DSP1(a)

and the DSP2(b) are considered separately
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At last, we show the I-V characteristic curves of the 1D n++ − n+ − n++ resistor

in Fig. 5, which are simulated with Algorithm 1, by considering the DSP1 and the

DSP2 in the algorithm, respectively. Constant resistance values are observed in both

simulations, which is a characteristic of classic devices. Furthermore, convergence of

I-V characteristic curves with respect to decreasing grid sizes indicates convergence

of both the DSP1 and the DSP2.
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(a) DSP1
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(b) DSP2

Fig. 5 I-V characteristic curves of the 1D resistor simulated with decreasing ∆x,

where the DSP1(a) and the DSP2(b) are considered, respectively

5.2 RTDs

In this section, we study the RTD device with the same structure as what was

studied in [15]. The skeleton of the RTD is shown in Fig. 6. The RTD device is

135(nm) long in total, and is doped according to

Nd(x) =

{

1018 cm−3, x ∈ [0, 50] ∪ [85, 135](nm),

5 × 1015 cm−3, x ∈ (50, 85)(nm),

which is smoothed out in all of the simulations. The rest of parameters read: m =

0.067m0, where m0 = 9.1×10−31 (Kg), ε = 11.44ε0, where ε0 = 8.85×10−12 (F m−1),

and EF = 0.0427 (eV).

A double barrier potential with the profile of

Vb(x) =

{

V0, x ∈ [60, 65]∪ [70, 75](nm),

0, x ∈ [0, 60) ∪ (65, 70) ∪ (75, 135](nm),
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Fig. 6 Skeleton of the RTD

is contained within the device, where V0 is a prescribed height of the double-barrier

and is set to 0.3 (eV) in the following experiments. The other component of the po-

tential function V(x), i.e., Vs(x) is either set in advance(RTD A), or studied with a

Poisson equation self-consistently(RTD B).

5.2.1 RTD A

In this example, Vs(x) is a continuous function set in advance, which reads

Vs(x) =



























0, x ∈ [0, 50](nm),

−qeVds

x − 50

35
, x ∈ (50, 85)(nm),

−qeVds, x ∈ [85, 135](nm).

(68)

We smooth V(x) with (66) in order to conduct accuracy order tests. In this example,

Vds is increased from zero, and by ∆Vds = 0.02 (V) each time. We simulate the I-V

characteristic curve of RTD A with Algorithm 1, and consider the D4TBCs and the

aDTBCs in applying the algorithm. Results about the I-V characteristic I-V curve are

shown in Fig. 7, for both discrete boundary conditions, respectively. Obviously, cur-

rent densities solved with both of the D4TBCs and the aDTBCs, show sharp peaks

with similar heights around 0.18 (V). Furthermore, all of these I-V characteristic

curves show negative resistance, which corresponds to one of the most typical char-

acteristics of quantum devices. To test the convergence of both the DS1 and the DS2,

we use gradually refined mesh grids to simulate I-V characteristic curves, where the

finest grid space is 0.5 (nm). Clearly, fast convergence of I-V curves is observed in

both simulations with the DS1 and the DS2, respectively.

5.2.2 RTD B

Unlike RTD A studied in Sect. 5.2.1, Vs(x) exerted to RTD B is updated simulta-

neously with ψ(x; k), via solving (59) equipped with (63) self-consistently, according

to Algorithm 1. The temperature of lattice is set to 300 (K), ∆Vds = 0.02 (V) and
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Fig. 7 I-V characteristic curves of RTD A with respect to DS1(a) and DS2(b), respec-

tively, where gradually refined mesh grids are used

∆x = 0.5 (nm). I-V characteristic curves corresponding to the DSP1 and the DSP2,

are shown in Fig. 8, respectively. Obviously, the two I-V characteristic curves corre-

sponding to the DSP1 and the DSP2 match very well, and they both show peak values

around Vds = 0.26 (V). In addition, the negative resistance phenomenon is observed

from both curves.

In Fig. 9, Fig. 10 and Fig. 11, we show stable electron densities and potential

functions at three different values of Vds, which are 0.1 (V), 0.26 (V) and 0.28 (V),

respectively. One observes that there are more electrons within the quantum well at

0.26 (V), than that at 0.1 (V) and 0.28 (V), both. This phenomenon is expected, since

the current density takes its peak value at 0.26 (V) as is shown in Fig. 8.

At last, we show transmission coefficient of the device, where simulation results

obtained with the DSP1 and the DSP2 are shown separately in Fig. 12. On the one

hand, curves simulated with the DSP1 and the DSP2 are very similar, which indicates

the accuracy of both models. On the other hand, the transmission coefficient exhibits a

series of resonant peaks which could be explained according to [20]. When E is close

to the resonant levels of the well, the wave proceeds through the first barrier into the

well, while simultaneously a wave of equal intensity flows out of the well on the other

side through the other barrier. In addition, peaks of the transmission coefficient shift

towards the lower energy region, and the peak value decreases when Vds increases. In

fact, the transmission coefficient can be approximated by a Lorentzian-type function

T (E,Vds) =

√

1 −
(

qeVds

2En

)2

1 +
(

2(E−En )

∆E

)2
,
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Fig. 8 Simulation results about the I-V characteristic curve of RTD B, where the

DSP1 and the DSP2 are solved respectively
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Fig. 9 Electron density n(x) and total potential V(x) simulated with Vds = 0.1 (V)

where En is the energy of the resonant level and ∆E denotes the total broadening of

the energy level. Since resonance occurs when E = En − qeVds

2
, the resonant peaks

shift when Vds changes.
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Fig. 10 Electron density n(x) and total potential V(x) simulated with Vds = 0.26 (V)
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Fig. 11 Electron density n(x) and total potential V(x) simulated with Vds = 0.28 (V)

6 Conclusion

In this paper, we introduce two optimal discretization schemes for the TBCs of

the 1D Schrödinger equation, i.e., the D4TBCs and the aDTBCs. The D4TBCs could

essentially avoid spurious oscillation in numerical solutions when the potential van-

ishes, and possesses the same accuracy order with the discretization scheme applied

to discretize the 1D Schrödinger equation. However, the D4TBCs can not be general-

ized to arbitrarily high order since an algebraic equation should be solved explicitly,

which is impossible because the order of the algebraic equation increases as the accu-
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Fig. 12 Transmission coefficient in logarithmic scale for three different biases

racy order increases. To overcome that, we further propose a framework of aDTBCs,

which is accurate in discretizing the TBCs, and could easily be generalized to arbi-

trarily high order. Involving the D4TBCs and the aDTBCs, two globally fourth order

compact finite difference schemes are introduced for discretizing the 1D Schrödinger-

Poisson problem, and an algorithm is proposed to simulate semiconductor devices.

Numerical simulations are carried out for a classic resistor and two RTDs, and sim-

ulation results successfully verify the accuracy orders of both schemes and show

characteristics of these devices.
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