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EXACT THRESHOLD AND LOGNORMAL LIMIT FOR NON-LINEAR

HAMILTON CYCLES

BYRON CHIN

Abstract. For positive integers r > ℓ ≥ 1, an ℓ-cycle in an r-uniform hypergraph is a cycle
where each edge consists of r vertices and each pair of consecutive edges intersect in ℓ vertices.
We show that for ℓ ≥ 2, a random r-uniform hypergraph contains a Hamilton ℓ-cycle with high
probability whenever the expected number of such cycles tends to infinity. Moreover, for ℓ = 2,
we show that the normalized number of Hamilton 2-cycles converges to a lognormal distribution.
This determines the exact threshold for the appearance of non-linear Hamilton cycles in random
hypergraphs, confirming a conjecture of Narayanan and Schacht.

1. Introduction

The problem of determining the critical density at which a specific substructure will appear inside
a random structure has been central to the development of probabilistic combinatorics. Starting
with the case of fixed size subgraphs in random graphs, a fairly complete answer was determined
by Bollobás using the second moment method [4]. The cases of spanning structures have been
more difficult to handle, with a general partial answer provided by Riordan [21], also by a careful
second moment calculation. A breakthrough work of Park and Pham [19] resolved the Kahn–Kalai
conjecture, which gives a general purpose tool to locate these thresholds up to logarithmic factors.
However, pinning down the sharp location of thresholds still remains a challenge.

Several substructures of interest have also been studied specifically. One of the most notable
cases is that of perfect matchings. Early works of Erdős and Rényi [9] determined the threshold
for the appearance of a perfect matching in a random graphs. However, the corresponding problem
for hypergraphs, known as Shamir’s problem, was notoriously difficult before it was resolved in a
breakthrough work of Johansson, Kahn, and Vu [14].

We study the problem of determining when a random hypergraph contains another spanning
structure of interest, the Hamilton cycle – that is a cycle that uses every vertex of the graph. This
falls into a long line of work searching for spanning structures in random (hyper)graphs. Starting
with the case of graphs, foundational works by Pósa [20], Komlós and Szemerédi [15], and Ajtai,
Komlós, and Szemerédi [2] pinned down not only the sharp threshold, but also the more precise
hitting time result equating the appearance of a Hamilton cycle with the time at which the minimum
degree becomes two.

In the setting of hypergraphs, there is more than one way to form a Hamilton cycle. In particular,
for any positive integers r > ℓ ≥ 1, we can consider the r-uniform ℓ-cycle, where each edge consists
of r consecutive vertices and any two consecutive edges overlap in exactly ℓ vertices. The case when
ℓ = 1 is known as a linear, or loose, cycle whereas when ℓ = r− 1 the cycle is called tight. Building
on work of Dudek and Frieze [7, 8], Narayanan and Schacht [18] showed that the first moment
threshold is sharp for the appearance of any non-linear Hamilton cycle. Their work is a combination
of a careful second moment estimate with a general theorem of Friedgut [10] characterizing sharp
thresholds.
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However, finding the sharp threshold in this setting leaves more to be desired, as any density
a factor of 1 + ε above the first moment threshold produces exponentially many Hamilton cycles
on average. This leaves the question of the appearance of Hamilton cycles when the expectation
grows at a slower than exponential rate. Narayanan and Schacht conjectured that the first moment
threshold is much sharper than they were able to show. In particular, a Hamilton cycle should
appear as soon as the expected number tends to infinity, at any arbitrarily slow rate.

Our main result is to confirm this conjecture by carrying out a further refined second moment
calculation. While for ℓ ≥ 3, a careful analysis reveals a sharp second moment, the special case of
ℓ = 2 requires using a technique known as small subgraph conditioning. In this case we show that
the second moment method is sharp not for the number of Hamilton 2-cycles, but for a suitably
modified random variable. A natural consequence of this method is the characterization that the
number of Hamilton 2-cycles converges to an explicit lognormal distribution.

1.1. Main definitions. Let Gr(n, p) be the r-uniform hypergraph where each subset of the vertices

of size r is included as an edge independently with probability p, and let C
(r)
n,ℓ be the r-uniform ℓ-cycle

on n vertices. For any hypergraph H, we will use Z(H) to denote the random variable counting
the number of copies of H in Gr(n, p) and NH to denote the number of copies of H in the complete

hypergraph. In particular, NH =
(n)v(H)

Aut(H) where (n)k = n(n− 1) · · · (n− k+1) is the falling factorial

and Aut(H) is the number of automorphisms of H.

The first moment threshold for C
(r)
n,ℓ can be described as follows. Let s = r − ℓ and 1 ≤ t ≤ s

be the unique integer satisfying t ≡ r (mod s). Define λ(r, ℓ) = t!(s − t)!, then the first moment

threshold, where E

[
Z(C

(r)
n,ℓ)
]
= 1, is of the form

p∗(r, ℓ) = (1 + o(1))
λ(r, ℓ)er−ℓ

nr−ℓ
.

For the remainder of the paper, we will parameterize p = cp∗(r, ℓ). We will focus on the case where c

is bounded, in particular c around 1, as this captures the setting where the behavior of the threshold
is not known.

1.2. Results. With these definitions, we can more precisely describe the current knowledge on this
problem. The state of the art was proven by Narayanan and Schacht, who showed that p∗(r, ℓ) is

a sharp threshold for the appearance of C
(r)
n,ℓ. However, note that the probability that a fixed copy

of C
(r)
n,ℓ appears is p

n
r−ℓ , so the expected number of copies of C

(r)
n,ℓ for p > (1 + ε)p∗(r, ℓ) is at least

(1 + ε)
n

r−ℓ , which is exponentially large. This motivates their following conjecture.

Conjecture 1.1 ([18, Conjecture 4.1]). For all integers r > ℓ > 1, as n → ∞ with (r − ℓ) | n, if

p = p(n) is such that E
[
Z(C

(r)
n,ℓ)
]
→ ∞ then

P

(
C

(r)
n,ℓ ⊂ Gr(n, p)

)
→ 1.

Our main result is that for ℓ ≥ 3, the second moment matches the first moment squared, whereas

for ℓ = 2, the random variable
Z(C

(r)
n,ℓ

)

E

[
Z(C

(r)
n,ℓ

)
] has a log-normal limiting distribution whenever the

expectation tends to infinity.

Theorem 1.2. For all integers r > ℓ > 1, as n → ∞ with (r − ℓ) | n, if p = cp∗(r, ℓ) is such that

E

[
Z(C

(r)
n,ℓ)
]
→ ∞, then

1. For ℓ ≥ 3,

E

[
Z(C

(r)
n,ℓ)

2
]
= (1 + o(1))E

[
Z(C

(r)
n,ℓ)
]2

.
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2. For ℓ = 2,

Z(C
(r)
n,ℓ)

E

[
Z(C

(r)
n,ℓ)
] → Lognormal

(
−

∞∑

k=1

Akc
−ke−k(r−ℓ)

2(r − ℓ)2
,

∞∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

Here, Ak are explicit constants whose definition we postpone to (1.1). We note that Ak remains
bounded as k → ∞, so the infinite series converges quickly to a constant. As a corollary, we confirm
the above conjecture.

Corollary 1.3. Conjecture 1.1 is true.

Proof. For ℓ ≥ 3, the result follows from a standard application of Chebyshev’s inequality. For
ℓ = 2, since the log-normal distribution has a density with respect to the positive real line, we have

P

(
Z(C

(r)
n,ℓ) = 0

)
≤ P


 Z(C

(r)
n,ℓ)

E

[
Z(C

(r)
n,ℓ)
] = 0


 n→∞−−−→ 0.

�

1.3. Proof overview. The difficulty with determining the sharp threshold for Hamilton ℓ-cycles is
that the standard second moment does not always work. Narayanan and Schacht [18] overcome this
difficulty by estimating the second moment up to a constant factor, and applying a general purpose
tool of Friedgut [10] to show that the threshold must be sharp. A key observation of this paper,
which is implicit in their handling of the second moment, is that the additional constant factor in
the second moment arises from the fluctuations of a fixed collection of small subgraphs. If one were
able to isolate the contribution from these small subgraphs, the second moment estimate can be
made sharp.

The tool to treat the contribution from these small subgraphs and handle situations where the
second moment is off by a constant factor is known as small subgraph conditioning. The idea was in-
troduced in a breakthrough work of Robinson and Wormald [22] to show that random regular graphs
have Hamilton cycles with high probability. Janson [13] realized the applicability of the technique
and presented a general method to establish contiguity between null and planted distributions. The
small subgraph conditioning method went on to play an important role in the analysis of many
statistical physics models [11, 5, 17, 16, 6]. On the other hand, applications to more combinatorial
settings have been less frequent.

An important commonality between each of the above applications is a sparsity of the model, i.e.
the number of edges is proportional to the number of vertices. Notable works of Banerjee [3] and
Abbe, Li, and Sly [1] were able to implement a version of the small subgraph conditioning technique
in dense models, namely the stochastic block model and symmetric perceptron respectively.

We rely on a similar application of small subgraph conditioning in the dense setting to explain
the additional constant factor in the second moment. In particular, we analyze the random variable

X =
Z(C

(r)
n,ℓ

)

E

[
Z(C

(r)
n,ℓ

)
] exp(−Y ) where

Y =

logn∑

k=1

tkY (Pk).

Here Pk is r-uniform ℓ-path with k edges, and Y (H) is the normalized subgraph count of H in a
(random) graph G defined by

Y (H) =
1√
NH

∑

H

∏

e∈H

1{e ∈ G} − p√
p(1− p)
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where the sum runs over all copies of H in the complete graph. Note that the normalization is
chosen so that E [Y (H)] = 0 and Var (Y (H)) = 1.

The intuition for this choice of random variable is that each Pk can be viewed as a “short segment”
of a Hamilton cycle. The appearance of each such short segment has a constant multiplicative effect
on the expected number of Hamilton cycles. Thus, the total contribution heuristically takes an
exponential form, and the correction e−Y removes this contribution. With foresight, we choose the
coefficients

tk =

√
Akc−ke−k(r−ℓ)

(r − ℓ)
where Ak =

Aut(Pk)

(t!(s− t)!)k
. (1.1)

This is the precise quantitative version of the “constant multiplicative effect” alluded to above.
Notice that for k a sufficiently large constant in terms of r and ℓ, Ak is constant (corresponding to
the extra permutations arising from the two ends of the path). In particular, and importantly for
our purposes, it is uniformly bounded by a function of r and ℓ.

1.4. Organization. In Section 2 we give a careful case analysis to get a sharp estimate on the
second moment. This proves part 1 of Theorem 1.2. In Section 3 we quantify the contribution from
the small subgraph conditioning modification of the random variable. Finally, Section 4 combines
the two elements to prove part 2 of Theorem 1.2.

1.5. Notation. We use P∗ and E
∗ to denote probability and expectation with respect to the measure

Gr(n, p) with a planted copy of C
(r)
n,ℓ . For the second moment, we use P

∗2
t and E

∗2
t to denote

probability and expectation with respect to the measure Gr(n, p) with two planted copies of C
(r)
n,ℓ,

whose intersection consists of t edges. We use C1 and C2 to enumerate over all copies of C
(r)
n,ℓ,

and also C1 and C2 to denote two independent uniformly random copies of C
(r)
n,ℓ in the complete

hypergraph. For ease of notation, sometimes we write C in place of C
(r)
n,ℓ in sub/superscripts.

Acknowledgements. The author thanks Mehtaab Sawhney for helpful discussions and references.
The author is supported by an NSF Graduate Research Fellowship.

2. Second moment computation

In this section, we evaluate the second moment of Z(C
(r)
n,ℓ). We know from [18] that this is simply

E

[
Z(C

(r)
n,ℓ)
]2

up to a constant factor. However, since we want to show a sharp second moment for

X, we need to determine the exact constant factor. Thus, a more careful estimate of the overlap
distribution is required. We begin by rewriting the second moment in terms of the equivalence
classes of intersection subgraph:

m∑

t=1

P (|C1 ∩ C2| = t)

pt
=

∑

F⊂C
(r)
n,ℓ

P (C1 ∩ C2
∼= F )

pe(F )
≤

∑

F⊂C
(r)
n,ℓ

E [NF (C1 ∩ C2)]

pe(F )
.

We will handle the various subgraphs in a few cases:

· Lemma 2.1: if v(F ) ≤ log n we get the main contribution from the short segments.
· Lemma 2.2: if log n < v(F ) < n the contribution is vanishing due to the discrepancy between(

n
e

)k
and (n)k.

· Lemma 2.3: if v(F ) = n and F is connected, then by comparison to F = C
(r)
n,ℓ the contribu-

tion is bounded by E

[
Z(C

(r)
n,ℓ)
]−1

.

· Lemma 2.4: if v(F ) = n and F is disconnected, the contribution is vanishing due to the

limited number of copies of F in C
(r)
n,ℓ .
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Each F in the sum can be decomposed into its connected components as follows. For each k,
let there be nk components isomorphic to Pk in F . Denote the remaining isomorphism classes of
components by F1, . . . , Fa, with multiplicities m1, . . . ,ma. Then

E [NF (C1 ∩ C2)]

pe(F )
≤

( n
r−ℓ)

2
∑

k nk+
∑

j mj

(n)v(F )
·
∏

k

Aut(Pk)
nk

nk!
p−knk ·

a∏

j=1

Aut(Fj)
mj

mj !
p−e(Fj)mj . (2.1)

We analyze this decomposition according to the cases listed above.

Lemma 2.1.

∑

F⊂C
(r)
n,ℓ

,v(F )≤log n

E [NF (C1 ∩ C2)]

pe(F )
≤ exp

(
(1 + o(1))

log n∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

Proof. Note that we have (n)k = (1 + o(1))nk for k = o(
√
n). Thus,

∑

F⊂C
(r)
n,ℓ

v(F )≤log n

E [NF (C1 ∩ C2)]

pe(F )
≤ (1 + o(1))

( n
r−ℓ )

2
∑

k nk+
∑

j mj

nv(F )
·
∏

k

Aut(Pk)
nk

nk!
·

a∏

j=1

Aut(Fj)
mj

mj!
· p−e(F )

≤ (1 + o(1))
∏

F⊂C
(r)
n,ℓ

v(F )≤log n
F conn.

∞∑

k=1

1

k!

(
n2

(r − ℓ)2nv(F )
Aut(F )p−e(F )

)k

= (1 + o(1))
∏

F⊂C
(r)
n,ℓ

v(F )≤log n
F conn.

exp

(
n2

(r − ℓ)2nv(F )
Aut(F )p−e(F )

)

= (1 + o(1)) exp




∑

F⊂C
(r)
n,ℓ

v(F )≤log n
F conn.

n2

(r − ℓ)2nv(F )
Aut(F )p−e(F )




(2.2)

We first handle the terms corresponding to F = Pk. For this we explicitly have e(Pk) = k,
v(Pk) = ℓ + k(r − ℓ), Aut(Pk) = Ak(t!(s − t)!)k where Ak is the correction for the edges near the
ends of the path. Importantly this is independent of the length of the path. Thus, we get

n2

(r − ℓ)2nv(Pk)
Aut(Pk)p

−e(Pk) =
n2

nℓ+(r−ℓ)k
· Ak

(r − ℓ)2
(t!(s − t)!)k

(
nr−ℓ

ct!(s − t)!er−ℓ

)k

≤ Ak

(r − ℓ)2
c−ke−k(r−ℓ)n2−ℓ.

Now consider a connected component Fj not isomorphic to any Pk. Suppose first that v(Fj) < n.
Then v(Fj) = v(Pkj ) for some kj . We compare the contribution of Fj with that of Pkj . The key
observation is that we have the bound

Aut(Fj) ≤ Aut(Pkj ) · (r!2)kj−e(Fj).
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This is because for each edge removed from Pkj , we free up the vertices within two edges to be
permuted, and there are at most r! ways to permute within each of these edges. Thus we can bound

n2

(r − ℓ)2nv(Fj)
Aut(Fj)p

−e(Fj) ≤ n2

nℓ+(r−ℓ)kj
· Akj

(r − ℓ)2
(t!(s − t)!)kj (r!2)kj−e(Fj)pkj−e(Fj)p−kj

=
n2

nℓ+(r−ℓ)kj
· Akj

(r − ℓ)2
(t!(s − t)!)kj (r!2p)kj−e(Fj)

(
nr−ℓ

ct!(s− t)!er−ℓ

)kj

≤ Akj

(r − ℓ)2
c−kje−kj(r−ℓ)n2−ℓ

(
r!2ct!(s − t)!er−ℓ

nr−ℓ

)kj−e(Fj)

=
Akj

(r − ℓ)2
c−kje−kj(r−ℓ)n2−ℓn−(r−ℓ+o(1))(kj−e(Fj)) (2.3)

Notice here that e(Fj) < kj by assumption, so the contribution is smaller by a factor of at least n

for every edge that is missing from Pkj . In particular, we have the bound

∑

F⊂C
(r)
n,ℓ

v(F )=v(Pkj
)

F conn.

n2

(r − ℓ)2nv(F )
Aut(F )p−e(F ) ≤ Akj

(r − ℓ)2
c−kje−kj(r−ℓ)n2−ℓ

kj∑

k=0

(
kj

k

)
n−(r−ℓ+o(1))k

=
Akj

(r − ℓ)2
c−kje−kj(r−ℓ)n2−ℓ

(
1 + n−(r−ℓ+o(1))

)kj

≤ (1 + o(1))
Akj

(r − ℓ)2
c−kje−kj(r−ℓ)n2−ℓ (2.4)

for kj ≤ log n. Thus, all together we have

∑

F⊂C
(r)
n,ℓ

,v(F )≤log n

E [NF (C1 ∩ C2)]

pe(F )
≤ exp

(
(1 + o(1))n2−ℓ

logn∑

k=1

Ak

(r − ℓ)2
c−ke−k(r−ℓ)

)
.

�

Lemma 2.2.
∑

logn<v(F )≤n−1

E [NF (C1 ∩C2)]

pe(F )
.r,ℓ

1

n
.

Proof. For the remaining cases we require a more general purpose bound on the falling factorial in
this regime. Stirling’s approximation yields (n)k ≥ nk exp

(
−n((1− k

n) log
(
1− k

n

)
+ k

n)
)
. Applying

this estimate in (2.1), the right hand side factors according to the connected components.

E [NF (C1 ∩ C2)]

pe(F )
≤ exp

(
(n− v(F )) log

(
1− v(F )

n

)
+ v(F )

)∏

k

1

nk!

(
n2

nv(Pk)
Aut(Pk)p

−e(Pk)

)nk

·
a∏

j=1

1

mj!

(
n2

nv(Fj)
Aut(Fj)p

−e(Fj)

)mj

.

Note that we can express (2.3) as

n2

nv(Fj)
Aut(Fj)p

−e(Fj) ≤ Akjc
−kje−v(Fj)eℓn−(r−ℓ+o(1))(kj−e(Fj)).



EXACT THRESHOLD AND LOGNORMAL LIMIT FOR NON-LINEAR HAMILTON CYCLES 7

Substituting this into the above expression yields

E [NF (C1 ∩ C2)]

pe(F )
≤ exp

(
(n− v(F )) log

(
1− v(F )

n

))∏

k

1

nk!

(
Akc

−keℓno(1)
)nk

·
a∏

j=1

1

mj!

(
Akjc

−kjeℓn−(r−ℓ+o(1))(kj−e(Fj))
)mj

.

By the same calculation as (2.2), we have the estimate

∑

v(F )=t

E [NF (C1 ∩ C2)]

pt
≤ exp

(
(n− t) log

(
1− t

n

))

exp




∑

F⊂C
(r)
n,ℓ

,v(F )≤t,F conn.

Akjc
−kjeℓn−(r−ℓ+o(1))(kj−e(F ))




The analog of (2.4) then gives

∑

v(F )=t

E [NF (C1 ∩ C2)]

pe(F )
≤ exp

(
(n− t) log

(
1− t

n

))
exp

(
(1 + o(1))

t∑

k=1

Akc
−keℓ

)
.

The second exponential term is uniformly bounded by a constant in r and ℓ. Moreover, for 2 log n ≤
t ≤ n− 2, the first exponential term is at most 4

n2 , while for log n ≤ t ≤ 2 log n or t = n− 1 it is at

most 1
n . All together,

∑

logn<v(F )≤n−1

E [NF (C1 ∩C2)]

pe(F )
.r,ℓ

1

n
.

�

Lemma 2.3. ∑

F⊂C
(r)
n,ℓ

,v(F )=n,F conn.

E [NF (C1 ∩ C2)]

pe(F )
.r,ℓ

1

E

[
Z(C

(r)
n,ℓ)
] .

Proof. We now handle the terms that have a large number of vertices, and show that they contribute
negligibly. We start with the case that F is a single connected spanning component. We let m = n

r−ℓ

be the number of edges in C
(r)
n,ℓ. By a similar calculation as above, when v(Fj) = n, we find

n2

(r − ℓ)2n!
Aut(Fj)p

−e(Fj) ≤ n

n!
(r!2)m−e(Fj)Aut(C

(r)
n,ℓ)p

−mpm−e(Fj)

≤ n(r!2)m−e(Fj)pm−e(Fj)

E

[
Z(C

(r)
n,ℓ)
] .

In this case F = Fj as there are no vertices left to form components. Thus, the total contribution
of all spanning subgraphs F is bounded by

∑

F⊂C
(r)
n,ℓ

v(F )=n
F conn.

E [NF (C1 ∩ C2)]

pe(F )
≤ 1

E

[
Z(C

(r)
n,ℓ)
]
(
1 +

m∑

k=1

(
m− 1

k − 1

)
n(r!)2kpk

)

=
1

E

[
Z(C

(r)
n,ℓ)
]
(
1 +

ct!(s− t)!(r!)2er−ℓ

nr−ℓ−1

m∑

k=1

(
m− 1

k − 1

)
(r!)2k−2pk−1

)
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=
1

E

[
Z(C

(r)
n,ℓ)
]
(
1 +

ct!(s− t)!(r!)2er−ℓ

nr−ℓ−1
(1 + (r!)2p)m−1

)

≤ 1

E

[
Z(C

(r)
n,ℓ)
]
(
1 +

ct!(s− t)!(r!)2er−ℓ

nr−ℓ−1
e(r!)

2p(m−1)

)

.r,ℓ
1

E

[
Z(C

(r)
n,ℓ)
] .

�

Lemma 2.4. ∑

v(F )=n,F disconn.

E [NF (C1 ∩ C2)]

pe(F )
.r,ℓ

1

n2
.

Proof. The only case that remains is when F consists of n vertices but multiple components. To
handle this, we exploit the fact that in this case, the factorization (2.1) is off by a factor of at least
n2. Indeed, when choosing the locations of each component, since the subgraph covers all of the
vertices, the last component is fixed and has no choices left. Thus, we gain a factor of n2 over the
above estimate, and so

∑

v(F )=n,F disconn.

E [NF (C1 ∩ C2)]

pe(F )
.r,ℓ

1

n2
.

�

Summing the inequalities yields the following (sharp) estimate on the second moment of Z(C
(r)
n,ℓ).

We will however need to use the refined cases above in the next section.

Proposition 2.5. When E

[
Z(C

(r)
n,ℓ)
]
→ ∞,

E

[
Z(C

(r)
n,ℓ)

2
]

E

[
Z(C

(r)
n,ℓ)
]2 =

m∑

t=1

P (|C1 ∩ C2| = t)

pt
≤ exp

(
(1 + o(1))n2−ℓ

logn∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

Notice that when ℓ ≥ 3, the upper bound on the right hand side is 1 + o(1). This proves part 1
of Theorem 1.2.

3. Small subgraph conditioning

In this section, we set up the small subgraph conditioning and explain the improvement over the
vanilla second moment. Since this improvement is only needed in the case ℓ = 2, we will assume
this for the remainder of the paper. The main claim is the following lemma.

Lemma 3.1.
E
[
X2
]

E [X]2
=

m∑

t=1

P (|C1 ∩C2| = t)

pt
· E

∗2
t [e−2Y ]

E∗[e−Y ]2
.

Notice that compared to the vanilla second moment on Z(C
(r)
n,ℓ), the right hand side has an

additional term defined by the moment generating function of Y under a planted distribution. As
will be shown later in Lemma 3.2, the additional term contributes a small (less than 1) constant
factor for t small, and a large constant factor for t large. The key to the argument is that the small
constant factor exactly cancels the extra constant factor in the vanilla second moment, and the
large constant factor is negligible compared to the probability of large overlap.
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Proof. Let p(G) = P (Gr(n, p) = G) = pe(G)(1− p)(
n
r)−e(G). We write

E

[
Z(C

(r)
n,ℓ)e

−Y
]
=
∑

G

p(G)Z(C
(r)
n,ℓ)e

−Y (G) =
∑

G

∑

C1

p(G)1{C1 ⊂ G}e−Y (G)

where the first sum is over all graphs G. Note that

E
∗[e−Y ] =

1

NC

∑

C1

∑
G 1{C1 ⊂ G}p(G)e−Y (G)

∑
G 1{C1 ⊂ G}p(G)

=
1

E [NC(G)]

∑

C1

∑

G

1{C1 ⊂ G}p(G)e−Y (G).

This implies

E

[
Z(C

(r)
n,ℓ)e

−Y
]
= E

[
Z(C

(r)
n,ℓ)
]
E
∗[e−Y ].

We perform a similar transformation for the second moment.

E
[
Z2e−2Y

]
=
∑

G

∑

C1,C2

p(G)1{C1 ∪C2 ⊂ G}e−2Y (G)

=

e(C
(r)
n,ℓ

)∑

k=0

∑

e(C1∩C2)=k

∑

G

p(G)1{C1 ∪ C2 ⊂ G}e−2Y (G).

This time, letting N
(2)
C (k) be the number of pairs of copies of C

(r)
n,ℓ which intersect at k edges, we

have

E
∗2
k [e−2Y ] =

1

N
(2)
C (k)

∑

e(C1∩C2)=k

∑
G p(G)1{C1 ∪ C2 ⊂ G}e−2Y (G)

∑
G p(G)1{C1 ∪ C2 ⊂ G}

=
1

N2
CP (e(C1 ∩ C2) = k) p2e(C)−k

∑

e(C1∩C2)=k

∑

G

p(G)1{C1 ∪ C2 ⊂ G}e−2Y (G)

=
1

E [NC(G)]2 P (e(C1 ∩ C2) = k) p−k

∑

e(C1∩C2)=k

∑

G

p(G)1{C1 ∪ C2 ⊂ G}e−2Y (G)

Substituting this in yields

E

[
Z(C

(r)
n,ℓ)

2e−2Y
]
= E

[
Z(C

(r)
n,ℓ)
]2 e(C

(r)
n,ℓ

)∑

k=0

P (e(C1 ∩ C2) = k) p−k
E
∗2
k [e−2Y ]

The conclusion follows by plugging in the first moment expression. �

Following Lemma 3.1, to complete the “conditioning” portion of the method we need to evaluate
the moment generating function of Y with respect to various planted distributions. The next lemma
shows that the variable Y converges to a Gaussian random variable, and thus the moment generating
functions will be easy to evaluate.

Lemma 3.2. Under the null model P, for any integer k as n → ∞,

(Y (P1), Y (P2), . . . , Y (Pk)) → N (0, Ik).

Under the planted model P∗, for any integer k as n → ∞,

(Y (P1), Y (P2), . . . , Y (Pk)) → N (µ, Ik)

where µj =

√
Ajc−je−j(r−ℓ)

(r−ℓ) . Under the double planted model P∗2
t , for any integer k and t = o(n) as

n → ∞,

(Y (P1), Y (P2), . . . , Y (Pk)) → N (2µ, Ik).
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Proof. The convergence to a Gaussian distribution under the null model follows from work of Janson
using orthogonal decompositions [12, Theorem 3, Remark 5.1]. Note here that we have defined each
Y (Pk) in orthogonal decomposition form, and every component is connected. We now compute the
mean and variances. Recall that for any j, we have

Y (Pj) =
1√
NPj

∑

Pj

∏

e∈Pj

Ye

where Ye =
1{e∈G}−p√

p(1−p)
and E [Y (Pj)] = 0 and Var (Y (Pj)) = 1. Notice that for any j1 6= j2, and each

copy of Pj1 and Pj2 we have E
[∏

e1∈Pj1
Ye1

∏
e2∈Pj2

Ye2

]
= 0. This implies that E [Y (Pj1)Y (Pj2)] = 0

so the statistics for distinct subgraphs are uncorrelated. Thus, since each variable converges to a
standard Gaussian, their joint limit is a standard k-dimensional Gaussian.

We now study the behavior of the random variables under the planted model. The convergence
to a Gaussian distribution is a little more subtle. We can view the planted model as sampling
a random subgraph of Kn \ Cn. The copies of Pj that have planted edges now have coefficients√

1−p
p raised to the number of planted edges. Now the general orthogonal decomposition outlined

by Janson no longer holds, as we distinguish equivalence classes only up to isomorphism of Kn \Cn.
Fortunately for us, we have written the definition of Y (Pj) in terms of an orthogonal decomposition,
and importantly the coefficients of all isomorphic subgraphs are the same – it is determined by the
number of edges missing from Pj . Thus, the convergence follows once we check that the dominant
contribution comes from connected subgraphs.

We compute the mean and covariance structure of the resulting Gaussian. From this computation,
it will follows that the dominant contribution comes from the full Pj ’s with no planted edges. We
can compute

E
∗[Y (Pj)] = E

∗


 1√

NPj

∑

Pj

∏

e∈Pj

Ye


 =

1√
NPj

∑

Pj

∏

e∈Pj

E
∗[Ye] =

n

(r − ℓ)
·
√

(1− p)j

pjNPj

= (1 + o(1))
n

r − ℓ
·
(

n(r−ℓ)

ce(r−ℓ)λ

)j/2

·
√

Aut(Pj)

(n)v(Pj )
= (1 + o(1))

√
Ajc−je−j(r−ℓ)

(r − ℓ)
.

The last equality follows since E
∗[Ye] =

√
1−p
p if e is a planted edge and E

∗[Ye] = 0 if e is not a

planted edge. The number of copies of Pj which consist only of planted edges is the number of

copies of Pj in C
(r)
n,ℓ, which is n

r−ℓ .

Var∗(Y (Pj)) = E
∗[Y (Pj)

2]− E
∗[Y (Pj)]

2

=
1

NPj

∑

P1,P2

E
∗



∏

e1∈P1

Ye1

∏

e2∈P2

Ye2


− E

∗



∏

e1∈P1

Ye1


E

∗



∏

e2∈P2

Ye2




=
1

NPj

∑

P1,P2

(
1− p

p

)e(P1∩C∗)

1{P1△P2 ⊂ C∗, P1 ∩ P2 6⊂ C∗}.

For each pair where P1 = P2 and P1 ∩ C∗ = ∅, we get a contribution of 1. This amounts to a total
contribution of 1 − o(1). We show that all other terms are negligible. Let (P1, P2) be such that

e(P1 ∩C∗) = i 6= 0, P1△P2 ⊂ C∗ and P1 ∩ P2 6⊂ C∗. This pair contributes
(
1−p
p

)i
= (1 + o(1))p−i.

We now proceed to bound the number of such pairs. Let a denote the number of ℓ-path segments in
P1 ∩ C∗. By stars and bars, we can choose the sizes of these segments in

(
i+a−1

i

)
ways. We choose
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the location of each segment along C∗ in n
r−ℓ ways, leading to at most

(
n

r−ℓ

)a
choices. There are

(r − ℓ)(j − i) + ℓ − ℓa vertices in P1 that have yet to be fixed, leading to n(r−ℓ)(j−i)+ℓ−ℓa choices.
Finally, given P1, P2 must live in the union P1∪C∗. There are at most ja2a possibilities – j choices
for which edge of P2 first meets C∗, a choices for where P2 meets C∗, and 2 choices for which
structure to follow at each of the a branching points. All together, this is an upper bound of

j∑

a=1

(
i+ a− 1

i

)(
n

r − ℓ

)a

n(r−ℓ)(j−i)+ℓ−ℓa · ja2a .r,ℓ n
(r−ℓ)(j−i)+1.

Thus, the total contribution from such pairs is at most

1

NPj

n(r−ℓ)(j−i)+1p−i .r,ℓ n
1−ℓ.

Summing from i = 1 to j, we obtain the desired estimate that

Var∗(Y (Pj)) = 1 + o(1).

For the covariance, we see that in computing E
∗[Y (Pj1)Y (Pj2)] we no longer have the possibil-

ity that P1 = P2 and therefore there is no contribution of 1. The same argument shows that
Cov∗(Y (Pj1), Y (Pj2)) = o(1).

Similarly, under the double planted model P
∗2
t the convergence to standard Gaussians follows

by observing that all equivalence classes of isomorphic graphs have the same coefficients. By the

calculation in the planted case, each of the two cycles contributes

√
Ajc−je−j(r−ℓ)

(r−ℓ) to the expectation.

It remains to estimate the contributions involving both cycles. There are t edges at which the
cycles intersect, and at most j2j paths emanating from each of these intersections. Thus, the total
contribution from paths intersecting both cycles is bounded by

tj2j

√
(1− p)j

pjNPj

= o(1).

Thus all together the expectation is

E
∗2
t [Y (Pj)] = (1 + o(1))

2
√

Ajc−je−j(r−ℓ)

(r − ℓ)
.

The covariance structure follows from a similar calculation to the planted model case. We again
count the number of pairs P1 and P2 such that e(P1 ∩ (C∗

1 ∪ C∗
2 )) = i, P1△P2 ⊂ C∗

1 ∪ C∗
2 and

P1 ∩P2 6⊂ C∗
1 ∪C∗

2 . Once again let a denote the number of ℓ-path segments in P1 ∩ (C∗
1 ∪C∗

2 ). The

number of ways to choose the sizes of these segments remains
(i+a−1

i

)
. We can choose the locations

of the segments in
(

2n
r−ℓ

)a
ways, but these segments are no longer uniquely determined as they can

oscillate between C∗
1 and C∗

2 . This can happen in at most 2i ways. The number of ways to choose

the remaining vertices of P1 is still n(r−ℓ)(j−i)+ℓ−ℓa. Finally, P2 must live in the union P1 ∪C∗
1 ∪C∗

2 .
There are j choices for which edge of P2 meets C∗

1 ∪ C∗
2 , a choices for the meeting location, and

3 choices at each edge for which path to follow. Thus, there are at most ja3j choices for P2. All
together, we obtain an upper bound of

j∑

a=1

(
i+ a− 1

i

)(
2n

r − ℓ

)a

n(r−ℓ)(j−i)+ℓ−ℓaja3j .r,ℓ n
(r−ℓ)(j−i)+1

as before. Thus, the total contribution remains n1−ℓ, and we have shown that Var∗2t (Y (Pj)) =
1 + o(1), and Cov∗2t (Y (Pj1), Y (Pj2)) = o(1). �
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Using the above central limit theorem, we evaluate the additional multiplicative terms from the
right hand side of Lemma 3.1.

Lemma 3.3. Let YN =
∑N

k=1 tkY (Pk). For all t = o(n) as n → ∞,

E
∗2
t [e−2YN ]

E∗[e−YN ]2
= exp

(
−(1 + o(1))

N∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

Proof. Using Lemma 3.2, we can compute

E
∗[e−YN ] = exp

(
N∑

k=1

−tkµk +
t2k
2

)
= exp

(
−(1 + o(1))

N∑

k=1

Akc
−ke−k(r−ℓ)

2(r − ℓ)2

)

E
∗2
t [e−2YN ] = exp

(
N∑

k=1

−2tk(2µk) + 2t2k

)
= exp

(
−(1 + o(1))2

N∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)

The convergence follows. �

4. Proof of main theorem

In this section, we combine the results of Sections 2 and 3 to prove the Theorem 1.2 in the case
ℓ = 2. To begin, we use the sharp second moment to deduce that X converges in probability to a
constant.

Lemma 4.1.

Z(C
(r)
n,ℓ)

E

[
Z(C

(r)
n,ℓ)
]
eY

p−→ exp

(
−

∞∑

k=1

Akc
−ke−k(r−ℓ)

2(r − ℓ)2

)
.

Proof. Fix ε > 0. For any δ > 0, choose N = N0(ε, δ) such that exp
(∑∞

k=N0

Akc
−ke−k(r−ℓ)

(r−ℓ)2

)
< 1+ε2δ

and e−N(r−ℓ) ≤ δ(log(1 + ε))2.

Denote the desired limit by L = exp
(
−∑∞

k=1
Akc

−ke−k(r−ℓ)

2(r−ℓ)2

)
. We write

|X − L| ≤ |X − X̃|+ |X̃ − X̃N |+ |X̃N − L|

where X̃ be the truncation X̃ =
Z(C

(r)
n,ℓ

)

E

[
Z(C

(r)
n,ℓ

)
] exp

(
−Ỹ

)
with Ỹ = max{min{Y,M},−M} and M =

min{log logE
[
Z(C

(r)
n,ℓ)
]
, log log n}. Recall that YN denotes the partial sum

∑N
k=1 tkY (Pk), and

define the truncation X̃N similarly.
We first control the difference between Y and YN . Notice that

E
[
(Y − YN )2

]
= E



(

logn∑

k=N

tkY (Pk)

)2

 =

logn∑

k=N

t2kE
[
Y (Pk)

2
]
=

logn∑

k=N

Akc
−ke−k(r−ℓ)

(r − ℓ)2
.r,ℓ e

−N(r−ℓ).

The first difference is small since Y is close to YN , and Lemma 3.2 implies YN is normally
distributed, and thus is very large in magnitude with small probability. Indeed for any ε > 0,

P

(
|X − X̃| > ε

)
≤ P

(
Y 6= Ỹ

)
= P (|Y | > M) ≤ P

(
|YN | > M

2

)
+ P

(
|Y − YN | > M

2

)
= o(1).

For the third difference, recall from (a variant of) Lemma 3.1 that we can write

E[X̃2
N ]

E[X̃N ]2
=

m∑

t=1

P (|C1 ∩ C2| = t)

pt
· E

∗2
t [e−2ỸN ]

E∗[e−ỸN ]2
=

∑

F⊂C
(r)
n,ℓ

E [NF (C1 ∩ C2)]

pe(F )

E
∗2
e(F )[e

−2ỸN ]

E∗[e−ỸN ]2
.
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We once again handle the various subgraphs in a few cases, similarly to the analysis in Section 2.
Case 1. If v(F ) ≤ log n then Lemmas 2.1 and 3.3 yield that

∑

F⊂C
(r)
n,ℓ

,v(F )≤log n

E [NF (C1 ∩ C2)]

pe(F )

E
∗2
e(F )[e

−2ỸN ]

E∗[e−ỸN ]2
≤

exp

(
(1 + o(1))

log n∑

k=1

Ak

(r − ℓ)2
c−ke−k(r−ℓ)

)
·

exp

(
−(1 + o(1))

N∑

k=1

Ak

(r − ℓ)2
c−ke−k(r−ℓ)

)
≤ 1 + ε2δ + o(1).

Here we used that truncating YN to ỸN only changes the first and second moments by o(1) factors.
Case 2. If log n < v(F ) < n then Lemma 2.2 along with the truncation implies

∑

F⊂C
(r)
n,ℓ

,v(F )≤logn

E [NF (C1 ∩C2)]

pe(F )

E
∗2
e(F )[e

−2ỸN ]

E∗[e−ỸN ]2
.r,ℓ

e4M

n
≤ (log n)4

n
= o(1).

Case 3. If v(F ) = n and F is connected, then Lemma 2.3 along with the truncation implies

∑

F⊂C
(r)
n,ℓ

,v(F )=n,F conn.

E [NF (C1 ∩ C2)]

pe(F )

E
∗2
e(F )[e

−2ỸN ]

E∗[e−ỸN ]2
.r,ℓ

e4M

E

[
Z(C

(r)
n,ℓ)
] ≤

(
logE

[
Z(C

(r)
n,ℓ)
])4

E

[
Z(C

(r)
n,ℓ)
] .

Case 4. If v(F ) = n and F is disconnected then Lemma 2.4 along with the truncation implies

∑

F⊂C
(r)
n,ℓ

,v(F )=n,F disconn.

E [NF (C1 ∩C2)]

pe(F )

E
∗2
e(F )[e

−2ỸN ]

E∗[e−ỸN ]2
.r,ℓ

e4M

n2
≤ (log n)4

n2
= o(1).

In particular, when E

[
Z(C

(r)
n,ℓ)
]
→ ∞, we have that

E[X̃2
N ]

E[X̃N ]2
≤ 1 + ε2δ + o(1).

By an application of Chebyshev’s inequality we deduce

P

(∣∣∣X̃N − E[X̃N ]
∣∣∣ > εE[X̃N ]

)
≤ δ + o(1).

Note from the proof of Lemma 3.3 that

E[X̃N ] = E


 Z(C

(r)
n,ℓ)

E

[
Z(C

(r)
n,ℓ)
]
eỸN


 = E

∗[e−ỸN ] = (1 + o(1)) exp

(
−

N∑

k=1

Akc
−ke−k(r−ℓ)

2(r − ℓ)2

)

which is bounded by a constant in r and ℓ. Since

exp

(
−

N∑

k=1

Akc
−ke−k(r−ℓ)

2(r − ℓ)2

)
− L =

exp

(
−

N∑

k=1

Akc
−ke−k(r−ℓ)

2(r − ℓ)2

)(
1− exp

(
∞∑

k=N

Akc
−ke−k(r−ℓ)

2(r − ℓ)2

))
.r,ℓ ε

2δ,

up to constant factors the third difference is greater than ε with probability at most δ.



14 EXACT THRESHOLD AND LOGNORMAL LIMIT FOR NON-LINEAR HAMILTON CYCLES

For the middle difference, we estimate the probability

P

(
exp
(
|Ỹ − ỸN |

)
> 1 + ε

)
.

We decompose this event into three cases: either one of Y or YN is large, or the difference between
Y and YN is large.

P

(
exp
(
|Ỹ − ỸN |

)
> 1 + ε

)
≤ P

(
Y 6= Ỹ

)
+ P

(
YN 6= ỸN

)
+ P (|Y − YN | > log(1 + ε))

.r,ℓ
e−N(r−ℓ)

(log(1 + ε))2
+ o(1) ≤ δ + o(1).

This implies that

P

(
|X̃ − X̃N | > εX̃N

)
≤ δ + o(1).

Recall from above that with probability at least 1 − δ, X̃N is close to E[X̃N ] which is bounded by
a constant. This yields

P

(
|X̃ − X̃N | > εE[X̃N ]

)
≤ 2δ + o(1)

which is the desired bound on the middle difference.
Combining the estimates on all three terms, and since δ > 0 was chosen arbitrarily, the claimed

convergence follows. �

Proof of Theorem 1.2. By Lemma 3.2

YN
d−→ N

(
0,

N∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

We also have from the proof of Lemma 4.1 that E
[
(Y − YN )2

]
.r,ℓ e

−N(r−ℓ), i.e. YN converges to

Y in L2. Thus, sending N → ∞ we deduce that

Y
d−→ N

(
0,

∞∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

Thus, we know that

eY
d−→ Lognormal

(
0,

∞∑

k=1

Akc
−ke−k(r−ℓ)

(r − ℓ)2

)
.

The theorem follows from applying Lemma 4.1 and noting that multiplying by an exponential factor
shifts the mean. �
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