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The Dean-Kawasaki (DK) equation, which is at the basis of stochastic density functional theory
(SDFT), was proposed in the mid-nineties to describe the evolution of the density of interacting
Brownian particles, which can represent a large number of systems such as colloidal suspensions,
supercooled liquids, polymer melts, biological molecules, active or chemotactic particles, or ions in
solution. This theoretical framework, which can be summarized as a mathematical reformulation
of the coupled overdamped Langevin equations that govern the dynamics of the particles, has at-
tracted a significant amount of attention during the past thirty years. In this review, I present
the context in which this framework was introduced, and I recall the main assumptions and cal-
culation techniques that are employed to derive the DK equation. Then, in the broader context
of statistical mechanics, I show how SDFT is connected to other theories, such fluctuating hydro-
dynamics, macroscopic fluctuation theory, or mode-coupling theory. The mathematical questions
that are raised by the DK equation are presented in a non-specialist language. In the last parts of
the review, I show how the original result was extended in several directions, I present the different
strategies and approximations that have been employed to solve the DK equation, both analytically
and numerically. I finally list the different situations where SDFT was employed to describe the
fluctuations of Brownian suspensions, from the physics of active matter to the description of charged
particles and electrolytes.
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I. INTRODUCTION

A. From a single Brownian particle...

The erratic motion of a mesoscopic particle in a fluid,
which originates from the random collisions between the
solvent molecules and the particle, is usually referred to
as Brownian motion [1]. From a theoretical point of view,
such a system is a priori very complicated to study, as
it couples the evolution of the particle with that of all
the molecules that constitute the solvent. In pioneering
works, Einstein [2] and Smoluchowski [3] proposed sim-
plified descriptions of this erratic motion. In these mod-
els, the dynamics of the solvent particles are ignored, and
the motion of the mesoscopic particle, instead of being
explicitly described as the result of the multiple collisions
with solvent particles, is modeled by a sequence of ran-
dom elementary displacements. As a consequence of the
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central limit theorem, the distribution of the position of
the particle is typically described by a Gaussian distri-
bution, whose variance (the mean-square displacement)
increases linearly with time. Such models are valid as
long as the mesoscopic particle is much larger than the
solvent molecules, but small enough for thermal fluctua-
tions to overcome its weight, which corresponds to char-
acteristic sizes from ∼ 1 nm to ∼ 1 µm, and when the
density of the particle is comparable to that of the sol-
vent. This stochastic view of microscopic motion in a
fluid environment is one of the cornerstone of soft matter
and biological physics.

Relying on this stochastic perspective, Langevin [4] in-
tended to write the equations of motions of the particle,
i.e. the equations satisfied by by its position r and ve-
locity v. He proposed to model the effect on the sol-
vent through two contributions: (i) a contribution that
accounts for the dissipation induced by the solvent, i.e.
its resistance to any perturbation that the colloid may
impose on the solvent because of some external forcing.
Within linear response, the resulting force typically reads
−mγv, where γ has the dimension of an inverse time; (ii)
a contribution that accounts for the fluctuation of the sol-
vent, that fluctuates on a timescale τc comparable to the
duration of the mean free path of a solvent molecule (i.e.
the time during which a solvent molecule travels without
hitting another molecule). Assuming that τc is typically
smaller than other relevant timescales of the problem (the
timescale of dissipation and that of the typical diffusion of
the colloid), the fluctuation force is generally assumed to
be δ-correlated, where δ refers to Dirac’s distribution. Its
amplitude follows from the equipartition theorem, which
ensures that 1

2m⟨v2⟩ = 1
2kBT , where kB is the Boltzmann

constant and T the temperature. These assumptions re-
sult in the following equation obeyed by v (the position r
is simply obtained by integrating dr

dt = v), usually refered
to as the Langevin equation:

m
dv

dt
= −γmv +

√
2mγkBTη(t), (1)

where η(t) is a unit Gaussian white noise, such that
⟨ηi(t)⟩ = 0 and ⟨ηi(t)ηj(t′)⟩ = δijδ(t− t′).

In the limit of large frictions, i.e. when the fluid is very
viscous (or, equivalently, when one only observes the sys-
tem on durations much larger than the typical time γ−1),
the degrees of freedom associated with the velocity have
all reached their stationary value, and the term account-
ing for inertia in the Langevin equation (the left-hand
side of Eq. (1)) becomes negligible. The equation simply
becomes

dr

dt
=

√
2Dη(t), (2)

whereD = kBT/mγ is the bare diffusion coefficient. This
equation is often referred to as the overdamped Langevin
equation.

B. ...to multiple interacting Langevin processes

For a single, isolated particle, both the Langevin equa-
tion and its overdamped limit can be solved very straight-
forwardly – this is a textbook example of a Gaussian
stochastic process [5, 6]. However, in many systems of
biological or physical interest (e.g. biomolecules or or-
ganelles in the intracellular medium, colloidal suspen-
sions, emulsions, polymeric solutions), diffusion occurs in
conditions which are much more complicated than that
of an isolated mesoscopic particle. Indeed, the erratic
motion of each particle is strongly affected by interac-
tions (which originate from crowding, hydrodynamics, or
electrostatics) with the other particles in the system. Dif-
fusion in ‘real’ systems therefore depends on the complex
interplay between thermal fluctuations, due to the pres-
ence of a solvent and interactions with other particles. In
the simple example of a suspension made of N identical
particles interacting via a pair potential V , and in the
overdamped limit, their positions r1, . . . , rN obey:

drα(t)

dt
= −µ

N∑
β=1

∇V (rα(t)− rβ(t)) +
√
2Dηα(t), (3)

where µ = 1/(mγ) is the mobility of the particle, and
is related to the bare diffusion coefficient through the
fluctuation-dissipation theorem D = µkBT , and where
the noises ηα(t) are uncorrelated one with another:

⟨ηαi (t)η
β
j (t

′)⟩ = δijδ
αβδ(t − t′) (throughout the review,

the following convention will be used: Greek letters will
denote the label of the particle, and Roman letters their
Cartesian coordinates). In this framework, the dynamics
of the suspension are therefore described by the set of
N coupled stochastic differential equations given by Eq.
(3).

C. Theoretical challenges and purpose of the
Dean-Kawasaki approach

From a numerical perspective, such coupled equations
can be integrated quite straightforwardly through Brow-
nian dynamics simulations (see Ref. [7, 8] for the fun-
damentals of this method, and Refs. [9–11] for recent
refinements). However, predicting the behavior of such
a suspension from an analytical perspective is a theoret-
ical challenge which raises numerous difficulties, in spite
of its importance to understand the underlying physics.
The N -body problem that is set out in the previous sec-
tion, and the different strategies that can be employed
to solve it (at least partially or under suitable approxi-
mations), is at the heart of the works that are reviewed
in this manuscript. My aim is to present, in the most
instructive and non-technical way, some of the different
analytical techniques that have been proposed to study
the dynamics of Brownian particles coupled by pair in-
teractions, and which obey equations such as Eq. (3).
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I will focus on the Dean-Kawasaki equation, also called
more recently ‘stochastic density functional theory’.

Investigating the timeline of this topic reveals that its
conceptual aspects are at the crossroad between different
topics of theoretical physics (stochastic processes, sta-
tistical field theory, disordered systems, classical density
functional theory) and of mathematics (probability the-
ory, stochastic partial differential equations, numerical
analysis). On top of its fundamental richness, this level
of modeling finds its applications to predict and analyze
the behaviour of a wide range of nonequilibrium systems,
such as supercooled liquids, active matter, or driven elec-
trolytes.

The starting point of the review will be the framework
that was set out respectively by Kawasaki and Dean,
which are closely related to each other even though they
differ on the calculation strategies. Their common goal
was to obtained an evolution equation for the density of
particles at a given point of the system. In Section II, I
present their fundamental results, and give some details
on the derivations and underlying assumptions of the so-
called ‘Dean-Kawasaki’ (DK) equation. In Section III,
I place these results in the more general context of the-
oretical statistical mechanics, and show how they can
be related to alternative strategies that were employed
earlier or later to describe the dynamics of interacting
Brownian particles. A few years after its derivation, the
DK equation has raised a number of questions of math-
ematical interest, regarding its well-posedness and possi-
ble regularization. Even though this review is aimed at
the physical community, I attempt in Section IV to sum-
marize briefly the different works that recenlty addressed
the DK equation as an object of mathematical interest.
In Section V, I show how the original DK equation, which
applies in principle for identical particles obeying simple
overdamped dynamics, can be extended to account for
more complex situations. Section VI is devoted to the
different strategies that have been employed to solve the
DK equation, both analytically and numerically. Finally,
Section VII reviews the different systems that have been
studied thanks to the DK equation, and the results of
physical, chemical and biological interest that were ob-
tained.

D. Terminology

The first occurrence of the phrasing ‘stochastic den-
sity functional theory’ is probably due to Archer and
Rauscher [12], who use the adjective ‘stochastic’ to em-
phasize that the DK equation should not be confused
with ‘dynamical density functional theory’ (DDFT): the
connections between SDFT and DDFT will be discussed
in Section III C. This denomination was subsequently
adopted by different authors (see e.g. [13–16]). Impor-
tantly, the expression ‘stochastic density functional the-
ory’ was also introduced recently in the theoretical chem-
istry community, to denote a stochastic method to sam-

ple electronic structure of molecules [17]: we emphasize
that the framework described in the present manuscript
is unrelated.

II. FUNDAMENTAL EQUATIONS

A. Kawasaki’s approach

Studying the dynamics of Brownian suspensions which
obey evolution equations such as the one given in Eq.
(3) has been the object of many theoretical approaches.
Among them, mode-coupling theory (MCT), which has
been proposed in the context of supercooled liquids and
glass transition [18, 19], has been particularly success-
ful. Its idea goes as follows: starting from the N -body
dynamics of the suspension, one derives formally the evo-
lution equations for the two-point, two-time density cor-
relations. As expected, these equations are unclosed, and
give rise to infinite hierarchy of equations obeyed by cor-
relation functions of higher and higher order. The central
idea of MCT is to close this hierarchy of equations at the
two-body level, by providing a suitable approximation for
the memory kernels that appear in the formal solution of
the Smoluchowski dynamics. This ‘mode-coupling ap-
proximation’ typically takes as input the static structure
factor of the liquid, that can be evaluated through nu-
merical simulations or through the usual approximations
from the static theories of liquids (additional comments
on MCT will be given in Section III B).
In 1994, Kawasaki proposed an alternative to classical

MCT, and introduced another way to close the hierarchy
of equations [20]. His idea was to start from the Smolu-
chowski equation, obeyed by the N -body probability dis-
tribution PN (r1, . . . , rN ; t) that can be deduced from Eq.
(3), and which reads ∂tPN (r1, . . . , rN ; t) = ΩPN , with
the operator

Ω = ∇N · (D∇N + µ
∑
α>β

∇NV (rα − rβ)), (4)

where ∇N is the 3D-dimensional gradient operator. In-
stead of relying on the usual MCT strategy, which would
consist in projecting the N -body dynamics onto collec-
tive variables, for instance using the Mori-Zwanzig for-
malism [21, 22], Kawasaki suggested to perform a local
coarse-graining of the system. More precisely, the sys-
tem is assumed to be divided into small cells, which con-
tain a number of particles much larger than 1, but much
smaller than the total number of particles: the system is
then described at a truly mesoscopic level. This coarse-
graining procedure is completed by an hypothesis of lo-
cal equilibrium, namely that the system is assumed to
be equilibrated at any time at the scale of each coarse-
graining cell. This hypothesis is expected to be valid for
slow enough evolution. Kawasaki finally gets an equation
obeyed by the probability distribution functional P([ρ̂], t)
of the density variable ρ̂ that is derived from the coarse-
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graining procedure, which reads

∂

∂t
P([ρ̂], t) = −D

∫
dx

δ

δρ̂(x)
∇ ·
{
ρ̂(x)

×∇
[

δ

δρ̂(x)
+

1

kBT

δF [ρ̂]

δρ̂(x)

]
P ([ρ̂], t)

}
(5)

with the functional

F [ρ̂] = kBT

∫
dx ρ̂(x, t)

[
ln

ρ̂(x, t)

ρ0
− 1

]
+
1

2

∫
dx

∫
dx′ [ρ̂(x, t)− ρ0]V (x− x′)[ρ̂(x′, t)− ρ0],

(6)

where ρ0 = N/V is the overall density of particles, with V
the volume of the system. This set of equations, which ac-
tually has connections with earlier MCT studies [23–25],
is the main of result presented by Kawasaki in Ref. [20].
The main advantage of this approach is that, as opposed
to MCT closure schemes, a priori knowledge of the static
structure of the liquid is not necessary. Unfortunately,
the equation obeyed by the probability distribution func-
tion P is particulary difficult to analyze, as opposed to
the typical MCT equations, which are integro-differential
equations that can usually be integrated numerically.

B. Dean’s derivation

In 1996, Dean also considered interacting Browian par-
ticles, and intended to derive the evolution equation of
the density of particles at a given point of space [26].
The spirit of his approach was somewhat related to that
of Kawasaki. However, the technical treatment of the
overdamped Langevin dynamics is largely different, and
I summarize it here. Starting from the set of coupled
Langevin equations [Eq. (3)], and considering some ar-
bitrary test function f , Ito’s lemma [5] yields, for any
α ∈ {1, . . . , N}:

df(rα(t))

dt
= D∇2f(rα(t)) +

√
2Dηα(t) · ∇f(rα(t))

−µ

 N∑
β=1

∇V (rα(t)− rβ(t))

 · ∇f(rα(t)). (7)

One then defines the density function of a single particle
ρα(x, t) ≡ δ(rα(t)− x) and deduce

df(rα(t))

dt
=∫

dx ρα(x, t)

[
D∇2f(x) +

√
2Dηα(t) · ∇f(x)

−µ∇f(x) ·
N∑

β=1

∇V (x− rβ(t))

]
. (8)

Integrating by parts yields

df(rα(t))

dt
=∫

dx f(x)

{
D∇2ρα(x, t)−

√
2D∇ · [ρα(x, t)ηα(t)]

+µ∇ ·

ρα(x, t) N∑
β=1

∇V (x− rβ(t))

}.
(9)

From the definition of ρα(x, t), it is clear that f(r
α(t)) =∫

dx ρα(x, t)f(x). The derivative of this relation with
respect to t reads

df(rα(t))

dt
=

∫
dx

(
∂

∂t
ρα(x, t)

)
f(x). (10)

Comparing Eqs. (10) and (9), and considering that these
equalities hold for any test function f , one finds

∂

∂t
ρα(x, t) = D∇2ρα(x, t)−

√
2D∇ · [ρα(x, t)ηα(t)]

+µ∇ ·

ρα(x, t) N∑
β=1

∇V (x− rβ)

 . (11)

The last step is to define the global density

ρ(x, t) =

N∑
α=1

δ(rα(t)− x) =

N∑
α=1

ρα(x, t), (12)

and summing Eq. (11) for α = 1, . . . , N yields:

∂

∂t
ρ(x, t) = D∇2ρ(x, t) +∇ · [ξ(x, t)

√
2Dρ(x, t)]

+µ∇ ·
[
ρ(x, t)

∫
dy ρ(y, t)∇V (x− y)

]
, (13)

where we wrote ∇V (x− rβ) =
∫
dy ∇V (x− y)ρβ(y, t),

and where one uses the fact that the noise term Ξ(x, t) ≡
−
∑N

α=1 ∇· [ρα(x, t)ηα(t)] is Gaussian, and has the same

variance as ∇ · [
√
ρ(x, t)ξ(x, t)], ξ(x, t) being a space-

dependent Gaussian random variables, which satisfies

⟨ξi(x, t)⟩ = 0, (14)

⟨ξi(x, t)ξj(x′, t′)⟩ = δijδ(t− t′)δ(x− x′). (15)

This can be proven by showing that ⟨Ξ(x, t)Ξ(x′, t′)⟩ =
δ(t−t′)

∑N
α=1 ∇x ·∇x′(ρα(x, t)ρα(x

′, t′)), and using that
ρα(x, t)ρα(x

′, t′) = δ(x − x′)ρα(x, t). Eq. (13) is the
main result from Ref. [26], and is usually called Dean’s
equation.
Several comments follow: (i) It is important to under-

line that this equation is exact, and it is mathematically
equivalent to the set of coupled Langevin equations given
by Eq. (3) (this equivalence is summarized on the sketch
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overdamped Langevin dynamics for the positions:

equation for the density:

Smoluchowski equation for the N-body distribution

equation for the probability distribution functional:Kawasaki

Dean

v

density averaged over mesoscopic cells:

FIG. 1. Schematics representation of the derivations by Kawasaki [20] and Dean [26]. See text for the definitions of the different
quantities involved in the equations. The blue background on the left panel represents the ‘solvent’ in which the Brownian
particles are embedded, and which causes their stochastic motion. The corresponding microscopic, overdamped dynamics
is treated by a local coarse-graining procedure by Kawasaki (top panel) and by the introduction of a stochastic density by
Dean (bottom panel). From the point of view of hydrodynamics, deriving the Dean-Kawasaki equation from the overdamped
Langevin equations is equivalent to going from a Lagrangian description (which amounts to tracking and following individual
particles over time) to a Eulerian description (which amounts to observing a given point in the system and counting whether
a particle is present or not).

shown on Fig. 1). In other words, it is not associated
to any coarse-graining procedure, in such a way that it
preserves the notion of ‘particle entity’, i.e. the prop-
erty that individual particles only exist at one position
in space at any given time (this was proven rigorously in
Ref. [27]); (ii) However, the unknown of this equation is

the stochastic density ρ(x, t) =
∑N

α=1 δ(r
α(t)−x), which

is a sum of singular δ-functions, and should therefore be
seen as a density operator defined in the sense of distri-
butions. Its physical meaning is therefore unclear, unless
one performs ensemble averages or local spatial averages.
Dean’s equation should then be understood as being set
in a distribution space. (iii) Eq. (13) has two nonlin-
earities in ρ. The interaction term is proportional to ρ2,
which directly stems from the pairwise interactions be-
tween particles. Moreover, the noise term scales as

√
ρ:

Dean’s equation is nonlinear even for noninteracting par-
ticles; (iv) The noise term in Eq. (13) is multiplicative,
i.e. its amplitude depends on the random variable ρ it-
self. This raises a number of difficulties in the analysis of
this equation, which will be discussed later in this review;

(v) Finally, Eq. (13) can be rewritten under the form

∂

∂t
ρ(x, t) = µ∇ ·

[
ρ(x, t)∇ δF

δρ(x, t)

]
+∇ · [ξ(x, t)

√
2Dρ(x, t)], (16)

with the functional defined in Eq. (6). This high-
lights the strong connection between the result derived by
Kawasaki, and that obtained by Dean. While the latter
derived a Langevin-like equation obeyed by the stochastic
density ρ, the former derived the evolution equation of a
probability density functional P associated with a locally
coarse-grained density ρ̂. However, the underlying ‘free
energy’ functional F is the same in both results, in such a
way that the result by Kawasaki can be understood as the
‘Fokker-Planck’ equation associated with the ‘Langevin’
equation derived by Dean (see for instance Refs. [12, 28]
for a discussion of the relationship between Eqs. (5) and
(13)). Even though the analogy could remain limited,
since the densities ρ and ρ̂ do not have the same physi-
cal meaning, and since the two derivations rely on rather
different hypotheses, Eq. (13) is sometimes called the
‘Dean-Kawasaki’ equation in the literature – this is the
terminology that I will adopt in what follows.
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III. RELATIONSHIPS TO OTHER THEORIES

In this Section, I show how the Dean-Kawasaki equa-
tion can be related to other classical theories from statis-
tical mechanics, that either precede or follow its deriva-
tion in the mid-nineties.

A. Fluctuating hydrodynamics and macroscopic
fluctuation theory

The typical program of statistical mechanics consists
in starting from the microscopic laws of evolution of the
many particles that constitute the system, and in deduc-
ing a macroscopic description of the overall ‘fluid’. One
typically ends up with hydrodynamic equations, that are
obeyed by conserved fields (e.g. particle density, mo-
mentum or energy). These equations are valid on suffi-
ciently coarse timescales and lengthscales. Such hydro-
dynamic laws of evolution can be refined by computing
the fluctuations around the deterministic evolution under
suitable hypotheses. It typically relies on local equilib-
rium assumptions: more precisely, the system is assumed
to reach microscopic equilibrium in a time much shorter
than the typical times associated with macroscopic evo-
lution. This framework, usually called fluctuating hy-
drodynamics was initiated by Landau and Lifshitz [29],
and subsequently discussed and developed by many au-
thors, such as Fox [30] or Spohn [31]. By extension, the
phrasing ‘fluctuating hydrodynamics’ is often used to de-
scribe stochastic differential equations obeyed by density
functionals, independently on how they are derived from
microscopic principles [32–36].

Denoting by ρ̌(x, t) a suitably coarse-grained particle
density, the evolution of a diffusive system is given by a
continuity equation:

∂tρ̌(x, t) = −∇ · ǰ(x, t), (17)

which is completed by the analogous of a constitutive
equation, which relates the current ǰ to the density ρ̌:

ǰ(x, t) = −Ď(ρ̌(x, t))∇ρ̌(x, t) +
√
σ̌(ρ̌(x, t))η(x, t),

(18)
where η(x, t) is a Gaussian noise of zero average and vari-
ance ⟨η(x, t)η(x′, t′)⟩ = δ(x − x′)δ(t − t′), and where
Ď and σ̌ are respectively the (collective) diffusion coef-
ficient and the mobility. Under the assumption of lo-
cal equilibrium, they are related throught the relation
2Ď(ρ̌)/σ̌(ρ̌) = f ′′(ρ̌), where f is the free energy density.
Importantly, all the microscopic aspects of the dynamics
(such as pairwise interactions) are encoded in the trans-
port coefficients Ď and σ̌.
Such description of the dynamics of the system is par-

ticularly convenient. Together with initial and boundary
conditions, it allows to compute many quantities, such
as stationary profiles, density correlations, the probabil-
ity to observe a given macroscopic profile, relaxation to-
wards equilibrium etc. In this context, macroscopic fluc-

tuation theory (MFT) was proposed in the early 2000s by
Bertini and collaborators [37–39]. MFT is a determinis-
tic reformulation of fluctuating hydrodynamics: through
a path-integral reformulation of the stochastic dynam-
ics given in Eqs. (17)-(18), one can calculate exactly
large deviation functions of the density in generic driven
diffusive systems. This framework has been successfully
applied by various authors to get exact results on current
fluctuations and tracer diffusion in paradigmatic one-
dimensional models of statistical mechanics, in which the
coefficients Ď and σ̌ are known exactly [40–46].
At this stage, it is tempting to establish a relationship

between Eqs. (17)-(18) on the one hand, and the DK
equation [Eq. (13)] on the other hand, since there exists
very strong similarities between the two sets of equations
(see Ref. [47] for a discussion on the connection between
both approaches). However, we must emphasize that the
fluctuating approach differs from that of SDFT, in the
sense where the DK equation does not rely on any coarse-
graining approximation, and is an exact reformulation of
the microscopic dynamics. It is however interesting to
draw a link between the two approaches, since the math-
ematical methods developed to study the large deviation
of the fluctuating hydrodynamics equation can also be
employed to obtain exact results on the DK equation.
For instance, for a finite number of non-interacting par-
ticles, this was essentially the method followed by Ve-
lenich et al., in a paper [48] that will be commented later
(Section VIA). In the limit of a very large number of
particles (N → ∞), the noise term in Eq. (13) is sub-
dominant, and it can be shown that the DK equation be-
comes equivalent to the (deterministic) McKean-Vlasov
equation [49], which has been studied extensively in the
mathematical literature. In this particular limit, a con-
nection between the DK equation and MFT has been
established by Bouchet et al. [50], which allowed them to
study the phase diagram of a mean-field model of coupled
stochastic rotators.

B. Mode-coupling theory

Mode-coupling theory (MCT) was initially proposed
to describe the dynamics of glass-forming liquids, in the
seminal works by Götze [18]. The quantity of interest
in MCT is the intermediate scattering function F (q, t),
defined as

F (q, t) =
1

N
⟨ρ̃(q, t)ρ̃(−q, 0)⟩, (19)

with the Fourier transform of the density ρ̃(q, t) =∑N
α=1 e

−iq·rα(t). An equation of motion for F (q, t) can
be obtained by studying the variables of interest, i.e. the
density modes, with the Mori-Zwanzig projection formal-
ism [21, 22]. This results in an exact equation for F (q, t)
which involves a memory kernel, that contains all the in-
formation about particle interactions, and that cannot be
expressed simply in terms of the unknown F . The main



7

approximations of MCT are (i) to express the memory
kernel as a four-point correlation functions, and (ii) to
decouple four-point correlation functions as a product of
two-point correlation functions. This typically yields a
closed equation for the intermediate scattering function
F , that only requires as inputs the static structure fac-
tor S(q) = F (q, 0) or equivalently the direct correlation
function c(q) = (1− 1/S(q))/ρ0, which can be computed
from numerical simulations or through the usual closures
from the static theory of liquids [51]. I will not go into
further details on MCT and refer the reader to recent
reviews [52–54].

This standard MCT was long considered as the most
successful theory that is derived from microscopic princi-
ples ant that may explain many features of the glass tran-
sitions as observed in experiments and numerical simu-
lations. Unfortunately, in the low-temperature or high-
density regime, standard MCT predicts that the system
may become non-ergodic, in disagreement with all other
observations. The decoupling approximation that is at
the basis of MCT was therefore discussed, and it was
suggested that adding higher-order correlation functions
could resolve the issue of non-ergodicity [55], but it re-
mained technically challenging.

In this context, approaches such as fluctuating hy-
drodynamics, and more specifically the DK equation,
appeared as promising to rederive MCT-like equations,
and potentially to improve the standard result [56–
58]. Indeed, the intermediate scattering function F (q, t)
is defined in terms of the Fourier transform of the
density ρ, which happens to be the quantity which
obeys the DK equation. The idea was then to adopt
a path-integral formulation of the DK equation, and
to derive the associated action following the Martin-
Siggia-Rose/Janssen–De Dominicis–Peliti formalism [59–
61]. The perturbative derivation of standard MCT using
this method was actually quite subtle, as fluctuation-
dissipation relations need to be preserved [62–64] – an
aspect which is closely related to the time-reversal sym-
metry of the action [65]. Standard MCT was eventually
successfully rederived from the DK equation by Kim et
al. [66], improving on a preliminary attempt [67]. In sum-
mary, this series of works highlight the strong connections
that exist between SDFT and MCT. As a final remark,
note that MCT can also be connected to DDFT, that
will be the object of the next section, in a less rigorous
but more physical way [68, 69].

C. Dynamical density functional theory (DDFT)

As emphasized in Section II B, Dean’s equation is
obeyed by a stochastic density, defined as a sum of δ-
functions, evaluated at fluctuating positions. A natu-
ral way to analyze the dynamics of this density would
be to start by studying its average behavior, and it is
tempting to perform an ensemble average of Eq. (13).
Assuming that each realisation of the stochastic density

field ρ has a probability P [ρ], and defining ensemble av-
erage as ⟨·⟩ =

∫
Dρ · P [ρ]/

∫
Dρ P [ρ]. I define the

ensemble-averaged density (i.e. averaged over the noise
realizations) as ρ̄(x, t) = ⟨ρ(x, t)⟩. From Eq. (13), one
finds [70]:

∂

∂t
ρ̄(x, t) = D∇2ρ̄(x, t)

+µ∇ ·
[∫

dy ⟨ρ(x, t)ρ(y, t)⟩∇V (x− y)

]
. (20)

In order to close this equation, one needs to express the
two-point correlation function ⟨ρ(x, t)ρ(y, t)⟩ in terms of
the one-point density ρ̄(x, t): again, this requires some
closure approximation. Indeed, any exact evolution equa-
tion for the two-point correlation function ⟨ρ(x, t)ρ(y, t)⟩
will involve some three-point correlation functions, and
so on: this is the usual BBGKY-like hierarchy of equa-
tions that appears when describing interacting parti-
cles [51, 71].
The simplest approximation would consist in writing

⟨ρ̂(x, t)ρ̂(y, t)⟩ ≃ ρ̄(x, t)ρ̄(y, t). This mean-field approxi-
mation, which can be interesting in certain limits, would
nonetheless be pathological for particles with strong re-
pulsion, for instance. The idea of dynamical density func-
tional theory (DDFT) is to approximate the two-point
correlation function with the help of equilibrium free en-
ergy density functionals. More precisely, the excess part
of the free energy, which contains information about the
interparticle correlations, may be used to ‘close’ Eq. (20).
This was initiated phenomenologically by Evans [72], and
a theoretical framework was developed later on. I follow
here the ideas from Ref. [70], where Marconi and Tara-
zona proposed the ‘adiabatic approximation’. Consider
an equilibrium system, described by a time-independent
density function ρeq, with the same interactions as in
the dynamical system of interest. Such a system can
be described by usual (static) density functional the-
ory [51, 72, 73], with the free energy functional

Feq[ρeq] = kBT

∫
dx ρeq(x)

[
ln

ρeq(x)

ρ0
+ 1

]
+ Fexc[ρeq]

(21)
where Fexc[ρeq] is the excess free energy density func-
tional, which contains all the information about particle
interactions, and where ρeq(x) is the equilibrium, static
counterpart to ρ̄(x, t).
Marconi and Tarazona then proposed the following ap-

proximation:∫
dy ⟨ρ̂(x, t)ρ̂(y, t)⟩∇V (x−y) ≃ ρ̄(x, t)∇δFexc[ρ̄(x, t)]

δρ̄(x, t)
.

(22)
This is obtained by relying on the fact that, at each in-
stant one can find a fictitious external potential that equi-
librates the system [74] (i.e. that minimizes the grand
potential, in the language of classical DFT). In other
words, the DDFT approximation replaces the ‘true’ non-
equilibrium pair distribution function ⟨ρ̂(x, t)ρ̂(y, t)⟩ by
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the equilibrium one, and then uses the equilibrium den-
sity functional Fexc to express it. In summary, provided
that the equilibrium Fexc[ρ] is known explicitly (which is
the case for many systems through accurate approxima-
tions that have been in the framework of classical DFT),
one gets a closed equation for the (ensemble-averaged)
one-body density:

∂

∂t
ρ̄(x, t) = µ∇ ·

[
ρ̄(x, t)∇ δFeq[ρ̄]

δρ̄(x, t)

]
. (23)

Other theoretical ways can be followed to get this DDFT
equation, for instance using projection operators [75, 76].

As opposed to classical, static DFT, which predicts the
equilibrium configuration of a system of interacting par-
ticles typically through functional minimization, DDFT
provides, within a set of approximations, the time evo-
lution of a system to its equilibrium configuration. This
approach quickly became successful to predict dynamical
phenomena in suspensions of interacting Brownian par-
ticles, such as phase separation, nucleation, pattern for-
mation, in systems ranging from polymers to passive and
active colloidal fluids (see Ref. [69] for a recent review on
DDFT). More recently, this rather approximate approach
has been greatly refined by thorough theoretical consider-
ations, that gave birth to power functional theory, which
overcomes many of the caveats of DDFT [77, 78]. Finally,
and to go back to the purpose of this review, I empha-
size that the main drawback of DDFT is that it leads to
deterministic equations, that are able to predict the time
evolution of the system, but only its average behavior.
It does not give information on fluctuations around the
average behavior, which is the core of SDFT and its main
advantage.

We conclude this Section by discussing the relation-
ships between the equation derived by Kawasaki in 1994
[Eq. (5)], that derived by Dean in 1996 [Eq. (13)], and
the DDFT equation written in this Section [Eq. (23)].
These three equations have apparent similarities: they all
stem from the same microscopic dynamics (N interact-
ing Brownian particles), and they give the time evolution
of a ‘particle density’. However, the three densities ρ̂, ρ
and ρ̄, which are the variables involved in Eqs. (5), (13)
and (23) respectively have very different physical mean-
ings – the choice of notation highlights this difference.
The first one is a spatially coarse-grained density; the
second of is a ‘proper’ microscopic density, which is how-
ever defined in distribution space, stricly speaking; the
third one is an ensemble-averaged density. These three
equations have therefore different physical grounds, and
the choice of describing a system of Brownian particles
with one approach or the other should be done carefully,
guided by the level of description that is to be adopted
and the physical conclusions that are to be drawn. This
misleading relatedness has been a source of confusion in
the literature, which was eventually clarified by different
authors, see in particular Refs. [12, 28, 79].

IV. MATHEMATICAL CONSIDERATIONS

As shown by its history and recent developments, the
Dean-Kawasaki equation has strong links with the phys-
ical world, and has motivated a lot of work in different
physics communities, both on its theoretical aspects and
on applications. However, the mathematical analysis of
this equation has begun only recently. Several fundamen-
tal questions have been raised and addressed. Although
this review is aimed at physicists, I found it interesting
to review these recent mathematical results in a non-
technical way.

The first problem that was addressed by mathemati-
cians concerns the well-posedness of the Dean-Kawasaki
equation, and more precisely the existence and unique-
ness of its solutions. Interestingly, it was shown, first in
the case of non-interacting particles [80], that the DK
equation is only well-posed for a discrete set of values
of the diffusion coefficient D. In other words, from a
rigorous point of view, the DK equation only admits so-
lutions for very specific values of parameters. This is
rather surprising and puzzling given the interest of the
DK equation and its predictive power when it is used in
less rigorous ways. This result was later extended to the
case of particles interacting through smooth enough po-
tentials [81], to the case where a specific initial condition
is imposed [82], and to non-local and singular interaction
kernels [83].

The meaning of the density ρ (sometimes called ‘empir-
ical density’ in the mathematical literature), defined in
the original setting as a sum of delta functions, is rather
unphysical, and the DK equation would only be defined
rigorously in distributional space. An interesting alterna-
tive is to regularize the density (in the spirit of numerical
methods such as smoothed-particle hydrodynamics [84]),
and to define it as

ρϵ(x, t) =

N∑
α=1

wϵ(x− rα(t)), (24)

where wϵ(y) = e−y2/2ϵ2/
√
2πϵ2 is a Gaussian kernel of

variance ϵ2. The original DK equation may therefore be
retrieved by taking the limit ϵ → 0. The equation satis-
fied by ρϵ was derived and analyzed by Cornalba et al.
both in one dimension [85, 86] and higher dimensions [87]
– note that these works also includes the case of inertial,
underdamped dynamics.

Finally, I mention that recent mathematical develop-
ments have focused on regularizing the DK equation by
resorting to spatial discretization [88], whose validity is
checked by verifying that density fluctuations are cor-
rectly predicted. This provides a formal basis for some of
the numerical schemes that are discussed in Section VIC.
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V. SOME EXTENSIONS OF THE ORIGINAL
RESULT

The original DK equation, as stated in Eqs. (5) and
(13), holds for identical Brownian particles, that obey
overdamped dynamics, and which are immersed in a sol-
vent which is described implicitly (in the sense that it
only influences the dynamics of the particles through vis-
cous damping and through its thermal fluctuations, and
not through any fluid-mediated interactions). This ‘sim-
ple’ result was subsequently extended to more general
situations, by adding different ingredients to the origi-
nal model. In this section, I list some of the different
extensions of the original DK result.

Going beyond the overdamped limit, the effect of in-
ertia was included in the DK equations in Refs. [89, 90].
The starting point of this calculation is the set of (un-
derdamped) Langevin equations:

drα

dt
= vα (25)

m
dvα

dt
= −γmvα −

N∑
β=1

∇V (rα − rβ)

+
√

2mγkBTη
α(t). (26)

Itô calculus can be performed on both these equations
to yield coupled evolution equations for the density of

particles, defined as before ρ(x, t) =
∑N

α=1 δ(x− rα(t)),

and the momentum density p(x, t) =
∑N

α=1 mvα(t)δ(x−
rα(t)). Still in the situation where momentum of the par-
ticles matter, one can include the effect of the collisions
between particles, aiming at application to granular ma-
terials [91].

Donev and collaborators studied the effect of hydro-
dynamic interactions, and derived extensions of the DK
equation which include explicitly the hydrodynamic ten-
sors that encode from momentum exchange between the
particles [92, 93]. In the presence of hydrodynamic inter-
actions, the difficulty lies in the noise term of Eq. (13),
which becomes multiplicative. Indeed, the scalar diffu-
sion coefficient D needs to be replaced by a diffusion ten-
sor, which generally depends on the positions of all the
particles and therefore on the density ρ, i.e. on the ran-
dom variable itself. Note that, at the microscopic level
(i.e. even before deriving the DK equation), integrating
numerically the equations of motion for r1, . . . , rN [Eq.
(3)] with hydrodynamic interactions is challenging, and
requires some advanced numerical methods [94].

We finally list a few other recent extensions of the orig-
inal DK equation: (i) The situation where the Brown-
ian particles bear an orientational degree of freedom can
be addressed by extending straightforwardly the original
framework: this is important in the case where the Brow-
nian particles represent force or charge dipoles [95, 96],
or in the context of active matter, see Section VIIB; (ii)
In the situation where the suspension is made of several
species of particles (that may differ through their sizes,

their charge, their interaction potentials...), one can ob-
tain sets of equations obeyed by the densities associated
to each species [13, 97–99]; (iii) A generalization of the
Dean-Kawasaki equation can be formally derived in the
situation where the noise is non-Gaussian, and has non-
zero cumulants of arbitrary order [100]; (iv) The situa-
tion where the Brownian particles may undergone sim-
ple unimolecular ‘chemical reactions’, in such a way that
they switch randomly between different states, has been
addressed recently [101]; (v) Finally, Bressloff recently
derived extensions of the DK equations with stochastic
resetting [102], or in the presence of a reflecting or par-
tially absorbing boundary [103].

VI. EXACT AND APPROXIMATE SOLUTIONS
TO THE DEAN-KAWASAKI EQUATION

A. Exact results

In the limiting case where the Brownian particles do
not interact with each other (i.e. V ≡ 0), the DK equa-
tion reduces to

∂tρ(x, t) = ∇ · [ξ(x, t)
√

2Dρ(x, t)]. (27)

Importantly, even in the non-interacting case, the equa-
tion obeyed by the density ρ(x, t) is non-trivial, since it
is nonlinear and includes multiplicative noise. In par-
ticular, this shows that the statistics of the density is
a priori non-Gaussian, even in the absence of interac-
tions. Using a path-integral formalism [59–61], Velenich
et al. [48] reformulate the DK equation as a field theory,
which contains an interaction term: it originates from
the constraint that the density ρ must remain positive
(in contrast with a simple free field). Using Feynman di-
agrams, the n-point correlation functions of the density
field ρ are computed. This is, to my knowledge, the only
limiting case where the DK equation has been solved ex-
actly – albeit in a rather formal and unpractical way.

B. Perturbative solutions

As underlined in Section II B, the main difficulty in
studying analytically the Dean equation is due to the two
sources of non-linearities in Eq. (13), namely the noise
term, which is of order ρ1/2, and the interaction term,
which is of order ρ2. Assuming that some ground state
of the dynamics ρ∗(x) is known, it appears natural to
write the density as ρ(x, t) = ρ∗(x) +

√
ρ0ϕ(x, t), where

ϕ(x, t) is small compared to ρ∗(x)/
√
ρ0. The prefactor√

ρ0 is added for dimensional reasons – this will be made
clear in the next Section. Several choices can be made
for the ground state ρ∗(x).
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1. Linearization around a constant, uniform state

A natural choice for ρ∗(x) is the constant, uniform
value ρ0 [104, 105]. Writing

ρ(x, t) = ρ0 +
√
ρ0ϕ(x, t), (28)

Eq. (13) becomes, after having divided both sides by√
ρ0:

∂tϕ(x, t) = D∇2ϕ(x, t) + µρ0∇ · [(ϕ ∗ ∇V )(x, t)]

+ µ
√
ρ0∇ · [ϕ(x, t)(ϕ ∗ ∇V )(x, t)]

+
√
2D∇ ·

[
ξ(x, t)

(
1 +

ϕ(x, t)
√
ρ0

)1/2
]
, (29)

where one introduces the convolution operator ∗: (V ∗
ϕ)(x, t) ≡

∫
dy V (x − y)ϕ(y, t). In the limit where

the perturbation from the constant uniform state is
small (ϕ ≪ √

ρ0), one writes (1 + ϕ(x, t)/
√
ρ0)

1/2 ≃
1 + ϕ(x, t)/2

√
ρ0, and two terms may be neglected: the

terms proportional to ϕ2, if one stays at linear order in ϕ,
and the multiplicative noise term, if one assumes that ρ0
is large, i.e. if one linearizes around a dense homogeneous
state. This yields

∂tϕ(x, t) =D∇2ϕ(x, t) + ρ0µ∇2[(V ∗ ϕ)(x, t)]

+
√
2D∇ · ξ(x, t). (30)

This linear equation for ϕ can be solved for in Fourier
space, in which it reads

∂tϕ̃(q, t) = −Dq2ϕ̃(q, t)−µρ0q
2Ṽ (q)ϕ̃(q, t)+

√
2Dη̃(q, t),

(31)
where the (scalar) noise η̃ has zero average and variance
⟨η̃(q, t)η̃(q′, t′)⟩ = (2π)dq2δ(q + q′)δ(t− t′).
Interestingly, with this linearized equation, it is easy

to derive the pair correlation function, defined in real
space in its translationally invariant form as h(r) =
[⟨ϕ(r, t)ϕ(0, t)⟩−δ(r)]/ρ0 [51]. The structure factor S(q)

can be deduced using its definition: S(q) = 1 + ρ0h̃(q),
and one gets

S(q) =

(
1 +

ρ0Ṽ (q)

kBT

)−1

, (32)

which coincides with the result obtained within random
phase approximation [51, 106, 107]. This approximation
is one of the classical closures that is used in the static
theory of liquids. It consists in assuming that the di-
rection correlation function c̃(q) (related to the pair cor-
relation function through the Ornstein-Zernike relation
c̃(q) = h̃(q)/[1 + ρ0h̃(q)]) is simply related to the pair
potential through

c̃(q) = − Ṽ (q)

kBT
, (33)

which is assumed to hold for any q. It was proposed in
the context of long-range interaction (such as Coulom-
bian) and was successfully applied to study the structure
of liquids of softcore particles, such as in the Gaussian
core model [108–110]). The linearized DK equation (30)
can therefore be seen as a dynamical extension of the
static random phase approximation. This linearized ver-
sion has been used in many of the applications that will
be presented in Section VII.

It is clear from Eq. (30) that the field ϕ will have Gaus-
sian fluctuations (the linearization gets rid of all the non-
Gaussianities that could be measured in a more thorough
treatment of the original nonlinear DK equation). Eq.
(30) can therefore serve as the basis of a simple Gaussian
and dynamical theory of Brownian suspensions [111], in
which stress correlations and viscosity can be computed
explicitly [112], at least within this level of description
where the inner degrees of freedom of the solvent are
ignored. For instance, the two-point, two-time correla-
tion function of the perturbation ϕ can be computed in
Fourier space, and simply reads

⟨ϕ̃(q, t)ϕ̃(q′, t′)⟩ =

(2π)dδ(q + q′)

1 + ρ0Ṽ (q)/kBT
exp

{
−Dq2

[
1 +

ρ0Ṽ (q)

kBT

]
|t− t′|

}
.

(34)

As a final remark, I emphasize that, to solve Eq. (30),
one transforms it into Fourier space, which relies on the
assumption that the interaction potential V (r) admits a
Fourier transform. This is actually a very strong limita-
tion when one tries to apply this procedure to ‘realistic’
potentials, for instance with short-range repulsion, which
typically leads to functional dependencies which are non-
integrable. The resulting divergent interactions in recip-
rocal space could potentially be addressed by perturba-
tive methods that have recently been put forward [113].

2. Linearization around a metastable state

An alternative to the linearization around a con-
stant uniform state, is the linearization around some
metastable state of the dynamics ρ∗, i.e. a state which is
such that:

lim
t→∞

δF

δρ(x, t)

∣∣∣∣
ρ=ρ∗

= µ, (35)

where µ is the chemical potential at which the system is
maintained. A linear equation satisfied by the perturba-
tion around ρ∗ can be obtained in a similar fashion to
the calculation presented in Section VIB 1. Frusawa pre-
sented the general idea of this calculation in Ref. [114],
and subsequently applied it to study the relaxation of
metastable state of densely packed hard spheres [115].
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C. Numerical solutions

From the DK equation, one can aim at computing ei-
ther the average value of the solution, or second-order
moments, such as two-point, two-time density correlation
functions (or, in other words, dynamical structure fac-
tors). A naive numerical way to solve Eq. (13) would con-
sist in spatial discretization and time integration. How-
ever, if not chosen carefully, the interplay between these
two schemes may result in breaking of the balance be-
tween the dissipation and fluctuation terms, and intro-
duce spurious correlations and unphysical result.

For this reason, the numerical integration of fluctu-
ating hydrodynamics equations is subtle, and has mo-
tivated a lot of work in the computational physics lit-
erature. Refs. [32–34, 116], which are not specific to
the DK equation, provide good examples of the specific
schemes for temporal integration that may be employed
to obtain meaningful results. Alternatively, the finite
volume method (which consists in converting the vol-
ume integrals of divergence term into surface integrals
using the divergence theorem) has been employed by var-
ious authors to deal with the issues of spatial discretiza-
tions [32, 36, 117, 118]. Advanced finite-element methods
have also been designed and used in this context [35, 119].

Another challenge in the numerical resolution of fluc-
tuating hydrodynamics equations lies in the fact that the
density, which is subject to noise, must remain positive.
When simulating a homogeneous and dense system, this
issue might be safely ignored, but it becomes predom-
inant when the system might display liquid-gas coexis-
tence, for instance. This issue was recently addressed by
proposing refined discretization schemes to numerically
integrate the DK equation while preserving the positiv-
ity of the solution [120].

Finally, and more recently, the mathematical commu-
nity has devoted some effort to analyzing rigorously pos-
sible discretization schemes, both for the original DK
equation [121], and its regularized version [122].

VII. APPLICATIONS

In this final Section, I briefly review the different appli-
cations of the DK equation – the bibliographical review
does not aim at being fully exhaustive, but rather at giv-
ing a faithful overview of the wealth of situations where
SDFT is relevant.

A. Supercooled liquids

In close link with the context in which Kawasaki pro-
posed Eq. (5), the stochastic equation (13) was applied
to study correlations and diffusion in supercooled liq-
uids [123, 124], and to address the question of the er-
godicity breaking predicted by standard MCT in the low-
temperature regime (we refer the reader interested in this

topic to Section III B, which contains more details and
references).

B. Active matter

Active matter refers to non-equilibrium systems whose
constitutive agents continuously convert the energy avail-
able from sources in their environment into mechanical
work, in order to swim, self-propel or form complex struc-
tures. This line of research has a significant experimen-
tal part (synthesis of articial microswimmers, observa-
tion of emerging collective phenomena among biological
agents...), and has also raised an important list of ques-
tions to be addressed by theoretical physicists. Among
them, deriving laws for active matter systems starting
from microscopic principles has attracted a lot of atten-
tion [125, 126].
In this context, the DK equation appeared as a promis-

ing tool to describe interacting particles. Technically, the
difficulty lies on the fact that active particles usually bear
an additional degree of freedom (typically a head-tail ori-
entation, that gives the direction of propulsion) to which
the translational degrees of freedom, denoted earlier by
r1, . . . , rN , are coupled. The DK equation was first de-
rived for run-an-tumble particles in 1D [127], in which
the orientational degree of freedom takes discrete values.
Its average version (which is actually closer to a DDFT
description) was used to study the stability of such a sys-
tem, and the possibility of motility-induced phase sepa-
ration. More recently, proper stochastic equations for 1D
active spins were solved numerically, highlighting the im-
portance of the multiplicative noise term on the flocking
transition [128]. The DK equation for other sorts of ac-
tive particles (namely active nematics, active Brownian
particles (ABPs) and active Ornstein-Uhlenbeck particles
(AOUPs)) were derived rigorously [129–132], and used
to compute the pair correlations between ABPs in the
dilute regime [133]. In the meantime, different authors
tried to make active matter enter the usual classification
of stochastic models in the context of critical phenom-
ena (model A, B, H...) [134, 135], and proposed an active
version of model B, whose relationship to a DK-like ap-
proach was recently discussed [136]. The DK description
of active fluids was also employed to measure entropy
production [137], to etablish links between dissipation,
phase transitions particle correlations [138–140], and to
characterize their structure [141]. Finally, a DK equa-
tion for active chiral particles (i.e. whose activity results
in a forced rotation instead of a forced translation) was
derived recently [142].

C. Other nonequilibrium systems

The DK equation has also been applied to other types
of non-equilibrium Brownian suspensions, which do not
exactly fall in the ‘active matter’ landscape depicted in
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the previous section. For instance, systems made of two
species of particles which are driven by external fields in
opposite direction and that display a laning transition,
were studied in Ref. [97]. This is an example where the
original DK equation can be extended to mixtures of mul-
tiple species of particles, and allows one to compute the
density correlations between the different species (within
the linear approximation from Section VIB 1). Similarly,
the DK equation has been used to study mixtures of par-
ticles connected to different thermostats [98, 143], in the
range of parameters where such mixtures do not phase
separate (such phase separation may be studied by alter-
native methods [144]). Finally, I also mention the emerg-
ing topic of mixtures of particles with non-reciprocal in-
teractions, which have also been studied within the DK
framework [99, 145, 146].

D. Chemotactic particles

In many situations of biological interest, the agents
that constitute the system interact via chemical signals,
which are often emitted by the agents themselves. In
the language adopted in this review, this means that the
Brownian particles are submitted to drift forces, which
are proportional to gradients of an auxiliary chemical
field. This field is either created or consumed by the par-
ticles, depending on whether they play the role of source
or sink, respectively. This problem was first studied in
the framework of SDFT by Chavanis, who set up the
problem and computed the fluctuations within the lin-
earized approximation [147], retrieved usual mean-field
model and introduced the effect of inertia and delayed
interactions [148] and studied some metastable states of
the system [149].

Beyond the linearized approximation, the analysis of
the DK equation becomes much more complicated, as
stated previously. However, in the context of chemotac-
tic particles, the nonlinearities of the DK equation were
treated perturbatively in the framework of the dynamical
renormalization group [150, 151]. This was achieved by
Golestanian et al., who added logistic growth as a feature
of the model, and studied thoroughly phase transitions in
this system, and the associated critical exponents [152–
155]. With the same method, the role of demographic
noise was studied recently [156]. Similar nonlinear equa-
tions were also studied using the method of stochastic
quantization [157, 158].

E. Charged particles and electrolytes

Among the different systems that may be studied using
SDFT, electrolytes, and more generally charged systems,
have attracted a lot of attention. One of the reasons
for this is that the long-range Coulombic interactions
through which ions or charged particles interact are suf-
ficiently smooth and well-behaved to allow explicit cal-

culations in Fourier domain. Another reason is that such
systems have been central in the classical theories of liq-
uids [51, 159], in such a way that many analytical results
are known on their structure and dynamics, which allow
to ‘benchmark’ the results from the DK/SDFT approach.
In this context, Dean and Démery computed from

the linearized DK equation the conductivity of dilute
and strong electrolytes (retrieving the classical results
by Debye-Hückel-Onsager) as well as the density correla-
tions between different ionic species [13]. This framework
was more recently extended to compute the temporal
response of electrolytes when submitted to an external
field [160], and the conductivity beyond the small-field
limit [161]. Within the same level of description, Fru-
sawa studied fluctuations of electrolytes near a charged
plate [162], and Hoang Ngoc Minh et al. studied hy-
peruniformity that emerges when observing ionic fluc-
tuations in finite volumes [163]. Okamoto recently at-
tempted to go beyond the linearized DK equation by
performing a systematic diagrammatic expansion, in a
rather formal way [164]. Fluctuations in the charge den-
sity for a bulk electrolyte were also studied by numerical
resolution of the equations [165].
Going beyond the limit of dilute electrolytes, SDFT

was combined with truncated Coulomb potentials to ac-
count for short-range repulsion between the ions, and
was used in order to compute conductivity [15, 166] and
viscosity [167] beyond the dilute limit – the validity of
such approximations was recently discussed [16]. Alter-
natively, in order to describe dense electrolytes, Frusawa
proposed a hybrid approach which combines SDFT with
the usual equilibrium DFT approach, which typically
includes density functionals that account faithfully for
short-range repulsion [14].
Finally, SDFT was also used to study Casimir forces

that may emerge in electrolytes when geometric con-
straints are imposed on their fluctuations. Although
Casimir interactions are present in a wide range of quan-
tum and classical systems [168], in the present case, these
fluctuation-induced interactions are related to the long-
range nature of the Coulombic forces. The DK equation,
which is an intrinsically fluctuating description of the dy-
namics, appears as the right tool to study them. These
effects were studied in different setups: net neutral plates
containing Brownian charges [104, 169, 170], and more
recently, electrolytes submitted to a constant electric field
in a slab bounded by media of different dielectric permit-
tivities [171–173]. In all these situations, the linearized
DK equation provides explicit, analytical estimates of the
fluctuation-induced forces.

F. Tracer particles

The DK equation was also used to study the diffu-
sion of a tagged particle (or tracer particle) within the
suspension. More precisely, among the N particles that
constitute the system, one of them (the particle labeled
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1, with no loss of generality) is assumed to be tagged,
whereas the remaining N − 1 constitute a bath to which
the tracer is coupled. Technically, the dynamics of the
bath can still be described by a DK equation, by defin-

ing a bath density ρb(x, t) =
∑N

α=2 δ(x − rα(t)), that
excludes the tracer particle. The position of the tracer
particle r1(t) obeys a simple overdamped Langevin equa-
tion. One ends up with a set of two coupled equations:
one for ρb, and one for r1 [105]. While the equation for ρb
can be linearized following the method given in Section
VIB 1, the coupling between ρb and r1 remains generally
nonlinear. The problem can then be studied perturba-
tively, assuming a weak coupling between the tracer and
the bath [174].

This method was applied to study the statistics of the
position of the tracer, as well as its correlations with the
bath of particles, in different settings: in the case where
the tracer is driven by some external force in a bath of
passive particles [105, 175, 176] (a situation related to
active microrheology experiments), in the case where the
tracer is self-propelled [177] or the bath is made of self-
propelled particles [178], when the tracer is a tagged ion
in an electrolyte [16], in the situation where the tracer is
coupled to a mixture of particles connected to different
thermostats [98] or with non-reciprocal interactions [99],
and finally in the presence of confinement [179].

G. One-dimensional diffusive systems

One-dimensional systems of diffusing and interacting
particles plays a special role in statistical mechanics.
First, from a technical point of view, this particular di-
mensionality allows the derivation of a wealth of exact
results, by relying on mappings between different classes
of models, and on specific mathematical methods (ma-
trix ansatz, Bethe ansatz, integrable systems, random
matrix theory etc.). Second, in the particular situation
where the pair interactions between the particles are suf-
ficiently hard to prevent them from bypassing each other,
macroscopic observables (such as the current of particles)
and properties associated with tracer particles exhibit
anomalous scalings, typically subdiffusive, which are the
signature of the very strong geometric constraints im-
posed on the system. This situation is generally referred
to as ‘single-file diffusion’.

In a series of papers, Ooshida et al. employed a DK
approach to characterize two-point correlations and co-
operativity effects in single-file diffusion with hardcore
repulsion [180–183] (these studied are actually closer to
a one-dimensional application of MCT [184]). These
results also gave insight into higher-dimensional sys-
tems [185, 186].

More recently, different authors relied on the DK
formalism to study one-dimensional gases with longer-
ranged interactions. I mention the ‘active Dyson gas’,
referring to run-and-tumble particles with logarithmic in-
teractions and an external confinement, for which the

stationary density was computed [187]; ranked diffusion
(particles on a line that undergo a drift proportional to
their rank), for which the equation for the density was
mapped onto a Burgers equation, that allowed the com-
putation of the steady density and the joint distribu-
tion of positions [188, 189]; the Riesz gas, where par-
ticles interact with a potential V (r) ∝ |r|−s (s > 0),
or the Dyson gas, where particles interact with a loga-
rithmic potential, for which the fluctuations of the inte-
grated current and of the position of a tagged particle
were computed explicitly in quenched and annealed set-
tings [190, 191].

H. Machine learning

Interestingly, the DK equation has recently been used
in the context of machine learning. Training a neural
network to perform some tasks, such as speech or image
recognition, consists in finding optimal values for the nu-
merous parameters at stake, to minimize error and max-
imize accuracy of the predictions. The parameters in the
neural network may be seen as particles, and the cost
function, with respect to which the problem should be
optimized, may be seen as the interaction between parti-
cles. This formal mapping allows one to study the train-
ing of the network as the evolution of the particles within
this potential, and to rely on the results from nonequi-
librium statistical mechanics and interacting particle sys-
tems [192].

I. First-passage problems

Finally, viewing the density of particles ρ as a stochas-
tic process, one can compute its first-passage properties.
For instance, this point of view was adopted to study nu-
cleation phenomena in colloidal suspensions [193]. More
recently, Liu et al. considered the Kramers problem as-
sociated to a system obeying a DK-like equation, and
computed the mean first-passage time to a potential bar-
rier [194].

VIII. CONCLUSION AND PERSPECTIVES

This review has thoroughly examined the Dean-
Kawasaki equation, also referred to as Stochastic Den-
sity Functional Theory (SDFT), highlighting its origins,
fundamental principles, and broad applicability. Initially
developed to describe the density fluctuations in Brow-
nian particle systems, SDFT has since expanded to be-
come a versatile tool in statistical mechanics. I have ex-
plored how this framework connects with other theories,
such as fluctuating hydrodynamics and mode-coupling
theory, underscoring its potential to provide a unified
approach to various complex systems. Additionally, the
article has addressed several extensions of the original
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Dean-Kawasaki equation, including considerations of hy-
drodynamic interactions, inertial effects, and the dy-
namics of active matter. These advances demonstrate
the equation’s robustness in modeling diverse nonequi-
librium phenomena, from supercooled liquids to active
and driven systems. By capturing both the determin-
istic and stochastic aspects of particle behavior, SDFT
offers a comprehensive framework for understanding and
predicting the intricate dynamics of complex fluids. As
research continues, the application of SDFT is likely to
expand further, providing deeper insights into the behav-
ior of increasingly complex systems in physics, chemistry,
and beyond.

However, significant challenges remain in the domain.
One of the primary difficulties is the treatment of non-
linearities and multiplicative noise within the Dean-
Kawasaki equation, which complicates both analytical
and numerical solutions. Moreover, ensuring the well-
posedness and stability of solutions, particularly in sys-
tems with strong interactions or inhomogeneities, is an
ongoing concern. The need for more efficient compu-
tational methods that can handle the intricate dynam-
ics and high dimensionality of real-world systems is also

pressing. Additionally, extending SDFT to account for
more complex interactions presents a formidable chal-
lenge. Addressing these issues will be crucial for advanc-
ing the theory and broadening its applicability to new
areas of research.
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[105] V. Démery, O. Bénichou, and H. Jacquin, Generalized
Langevin equations for a driven tracer in dense soft col-
loids: Construction and applications, New Journal of
Physics 16, 053032 (2014).

[106] H. C. Andersen and D. Chandler, Mode Expansion in
Equilibrium Statistical Mechanics. I. General Theory
and Application to the Classical Electron Gas, The
Journal of Chemical Physics 53, 547 (1970).

[107] J. C. Wheeler and D. Chandler, Catastrophe in the
Random-Phase Approximation: Critique of a Theory
of Phase Transitions, The Journal of Chemical Physics
55, 1645 (1971).

[108] C. N. Likos, A. Lang, M. Watzlawek, and H. Löwen, Cri-
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