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INVARIANTS AND AUTOMORPHISMS FOR SLICE

REGULAR FUNCTIONS

CINZIA BISI & JÖRG WINKELMANN

Abstract. Let A be one of the following Clifford algebras : R2
∼=

H or R3. For the algebra A, the automorphism group Aut(A) and
its invariants are well known. In this paper we will describe the
invariants of the automorphism group of the algebra of slice regular
functions over A.
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1. Introduction

The theory of slice regular functions was introduced by G. Gentili and
D. Struppa in two seminal papers in 2006 [GS06] and in [GS07] : they
used the fact that ∀I ∈ SH = {J ∈ H | J2 = −1} the real subalgebra
CI generated by 1 and I is isomorphic to C and they decomposed the
algebra H into a ”book-structure” via these complex ”slices” :

H = ∪I∈SHCI

On an open set Ω ⊂ H, they defined a differentiable function f : Ω → H

to be (Cullen or) slice regular if, for each I ∈ S, the restriction of f to
ΩI = Ω ∩ CI is a holomorphic function from ΩI to H, both endowed
with the complex structure defined by left multiplication with I. This
definition covers all functions given by convergent power series of the
form : ∑

n∈N0

qnan

with {an}n∈N0
⊂ H.

Later on, the approach introduced by R. Ghiloni and A. Perotti in
2011, [GP11], for an alternative ∗-algebra A over R makes use of the
complexified algebra A⊗R C, denoted by AC.
Let us denote its elements as a + ιb where a, b ∈ A and ι is to be
considered as the imaginary unit of C.
For any slice regular function, and for any I ∈ SH, the restriction

f : CI → H can be lifted through the map φI : HC → H, φI(a + ιb) :=
2
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a + Ib and it turns out that the lift does not depend on I. In other
words, there exists a holomorphic function F : C ∼= RC → HC which
makes the following diagram commutative for all I ∈ SH.

C HC

H H

F

φI φI

f

After the first definitions were given, the theory of slice regular func-
tions knew a big development : see, among the others, the following ref-
erences [GSS22], [BW21b], [BDMW23], [BW21a], [BW20], [AB19a],[AB19b],
[BS17], [BG18], [BDM22], [?].
Non-commutative associative division algebras admit many automor-
phisms, because x 7→ y−1xy is an automorphism for every invertible
element y.
The “essential” properties of a number or a function should not be

changed by automorphisms.
In the case of the algebras under consideration here, there is an

antiinvolution x 7→ x̄ which commutes with all automorphisms. As
a consequence, N(x) = xx̄ and Tr(x) = x + x̄ are invariant under
automorphisms. In fact, for A = H we have the equivalence:

N(z) = N(w) and Tr(z) = Tr(w) ⇐⇒ ∃ φ ∈ Aut(A) : φ(z) = w

(Here φ is an automorphism of A as an R-algebra.)
This raises the question whether a similar correspondence holds not

only for the elements in the algebra, but also for slice-regular functions
of this algebra.
As it turns out, essentially this is true, but only via the associated

stem functions and up to a condition on the multiplicity with which
values in the center of AC are assumed. To state the latter condition,
in §6.2 we introduce the notion of a “central divisor” cdiv.
More precisely, the conjugation x 7→ x̄ on the algebra A defines a

conjugation on the space of slice-regular functions which allows the
definition of Tr and N as before.
This conjugation corresponds to a conjugation on the associated

space of stem functions F : C → A⊗RC defined as

F c : z 7→ (F (z))

where (q⊗w) is defined as q̄⊗ (w) (with q ∈ A,w ∈ C). Again, conju-
gation induces Tr and N as

Tr(F ) : z 7→ (F + F c)(z), N(F ) : z 7→ (F (z))(F c(z))
3



C. Bisi & J. Winkelmann Invariants and Automorphisms

With these definitions, the correspondence between regular functions
and stem functions is compatible with conjugation. As a consequence,
if F is the stem function for f , then F c is the stem function for f c.
Moreover N(F ), resp. Tr(F ), are the stem functions for N(f), resp.
Tr(f).
As it turns out, essentially N(F ), Tr(F ) and cdiv(F ) ( or, equiva-

lently, N(f), Tr(f) and cdiv(f)) characterize F (equivalently, f) up to
replacing F with z 7→ φ(z) (F (z)) for some holomorphic map φ from C

to the automorphism group of the complex algebra A⊗RC.

Here cdiv is an additional invariant which we introduce in §6.2 for
slice regular functions which are not slice preserving.
In this paper we describe the group of automorphisms of the algebra

of slice regular functions with values in H and R3
∼= H⊕H.1

Our Main Theorem is the following :

Theorem 1.1. Let H denote the algebra of quaternions, HC = H⊗RC,
G = Aut(H) ∼= SO(3,R), GC = Aut(HC) ∼= SO(3,C). Let D ⊂ C be
a symmetric domain and let ΩD ⊂ H denote the corresponding axially
symmetric domain.
Let f, h : ΩD → H be slice regular functions and let F,H : D → HC

denote the corresponding stem functions.

a) Assume that neither f nor h are slice preserving.
Then the following are equivalent:

(i) f and h have the same invariants cdiv, Tr, N.
(ii) F and H have the same invariants cdiv, Tr, N.
(iii) cdiv(F ) = cdiv(H) and for every z ∈ D there exists an

element α ∈ Aut(HC) = GC such that F (z) = α(H(z)).
(iv) There is a holomorphic map φ : D → GC such that F (z) =

φ(z) (H(z)) ∀z ∈ D.
(v) There is a holomorphic map α : D → H∗

C
such that

F (z) = α(z)−1 ·H(z) · α(z)
b) Assume that f is slice preserving. Then the following are equiv-

alent:
(i) f = h.
(ii) F = H.
(iii) For every z ∈ D there exists an element α ∈ Aut(HC) =

GC such that F (z) = α(H(z)).
(iv) There is a holomorphic map φ : D → GC such that F (z) =

φ(z) (H(z)) ∀z ∈ D.

1In a forthcoming paper we will investigate other algebras as well.
4
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(v) There is a holomorphic map α : D → H∗

C
such that

F (z) = α(z)−1 ·H(z) · α(z)

Remark. The notion of a “central divisor” is defined only if the func-
tion is not slice preserving. This is similar to the ordinary complex
situation where the divisor of a holomorphic function is defined only if
it is not constantly zero.

Theorem 1.1 is proved in §18.
We also derive a corresponding result for the Clifford algebra R3

(which as R-algebra is isomorphic to H⊕H) (Theorem 8.1).
Quaternions can be used to describe orthogonal complex structures

(OCS) on 4-dimensional Euclidean space, since their imaginary units
parametrize automorphisms of R4 ∼= C2. An injective slice regular
function on a symmetric slice domain of H minus the reals, defines
a new OCS via the push-forward of the standard one. It would be
very interesting in the authors’ opinion to understand if slice regular
functions that are in the same orbit, by the action of automorphisms
as explained in this paper, induce the same OCS or isomorphic OCS,
[GSS14].

1.1. Related work. In [ADF20b], Altavilla and de Fabritiis investi-
gated equivalence relations for semi-regular functions.
These semi-regular functions are locally ∗-quotient of slice regular

functions and correspond to meromorphic functions in complex analy-
sis.
Semi-regular functions have the advantage that they are always in-

vertible unless they are zero-divisors. This eases the use of linear alge-
bra.
In [ADF20b] it is proved that for any two semi-regular functions f

and g the following properties are equivalent:

• Tr(f) = Tr(g) and N(f) = N(g).
• There is a semi-regular function h with h ∗ f ∗ h−∗ = g.
• The “Sylvester-operator” Sf,−g : x 7→ f ∗x−x ∗ g is not invert-
ible.

In comparison, we obtain a stronger conclusion (namely, conjugation
by a regular function instead by a function which is only semi-regular),
but for this we need an additional assumption, namely equality not
only of trace Tr and norm N, but also of the “central divisor” cdiv
which we introduce in §6.2. See § 4 for an instructive example.

5
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2. Preparations

Here we collect basic facts and notions needed for our main result.
First we discuss conjugation, norm and trace, then types of domains,
then slice regular functions and stem functions, followed by investigat-
ing conjugation, norm and trace for function algebras.

2.1. Conjugation, norm and trace. Let A be an alternative R-
algebra with 1 and let x 7→ x̄ be an antiinvolution, i.e., an R-linear
map such that xy = (ȳ) · (x̄) and (x̄) = x for all x, y ∈ A. (An
R-algebra with an antiinvolution is often called ∗-algebra.)2

Definition 2.1. Given an R-algebra A with antiinvolution x 7→ x̄, we
define:

Trace: Tr(x) = x+ x̄

Norm: N(x) = xx̄

Consider

C = {x ∈ A : x = x̄}.
We assume that C is central and associates with all other elements,

i.e.,

∀c ∈ C, x, y ∈ A : cx = xc and c(xy) = (cx)y

It is easy to verify that C is a subalgebra (under these assumptions,
i.e., if C is assumed to be central).

Lemma 2.2. Under the above assumptions the following properties
hold:

(i) ∀x ∈ R : x = x̄.
(ii) ∀x ∈ A : N(x),Tr(x) ∈ C = {y ∈ A : y = ȳ}
(iii) ∀x ∈ A : xx̄ = x̄x
(iv) ∀x ∈ A : N(x) = N(x̄).
(v) ∀x, y ∈ A : N(xy) = N(x) N(y).

Proof. (i)

1̄ = 1 · 1̄ =⇒ 1 = 1 · 1̄ = 1 · 1̄ = 1̄

By R-linearity of the antiinvolution this yields ∀x ∈ R : x = x̄.

2In this article we are mainly concerned with the algebra of quaternions and
R3

∼= H ⊕ H, but we would also like to prepare for a future article on other R-
algebras.

6
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(ii)

(Tr(x)) = x+ x̄ = x̄+ x = Tr(x)

and

(N(x)) = (xx̄) = (x̄)x̄ = xx̄ = N(x)

(iii) x+x̄ is central, hence x(x+x̄) = (x+x̄)x which implies x2+xx̄ =
x2 + x̄x and consequently xx̄ = x̄x.

(iv) N(x̄) = (x̄)(x̄) = (x̄)x = x(x̄) = N(x).
(v) If A is associative we argue as follows:

N(xy) = (xy)(xy) = xy(ȳx̄)

= x(yȳ)x̄ = xx̄(yȳ)

= N(x) N(y)

For the general case we observe that x, x̄, y, ȳ are all contained
in the C-algebra A0 generated by x and y (note that x+ x̄, y+
ȳ ∈ C). Artin’s theorem ([?], Theorem 3.1) implies that A0

is associative. Thus all the calculations in the above sequence
of equations take place within an associative algebra, namely
A0 and the proof is therefore still valid, even if A itself is not
associative, but only alternative.

�

2.2. Relation with notions in linear algebra and number the-

ory. The norm and trace as considered here for the algebra of quater-
nions are closely related to notions in linear algebra and number theory.
The algebra H is a central simple R-algebra with H⊗RC

∼= Mat(2×
2,C).
In the theory of central simple algebras (see e.g. [Lor08], Chapter

29), one considers reduced traces Trd and reduced norms Nrd defined as
Tr(φ(x)) resp. det(φ(x)) for x ∈ H, where φ denotes the embedding of
H into Mat(2×2,C) via the natural embedding H ⊂ H⊗RC composed
with an isomorphism H⊗RC

∼=Mat(2 × 2,C).
There is also a connection with notions of norm and trace in algebraic

number theory:
If A = C and x 7→ xc is complex conjugation, then Tr and N defined

as here agree with the number-theoretical notions Tr and N for the
Galois field extension C/R.

2.3. Stem functions. A stem function is a (usually holomorphic)
function F defined on a symmetric domain3 D in C with values in

3D ⊂ C is called symmetric iff z ∈ D ⇐⇒ z̄ ∈ D.
7
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AC = A⊗RC satisfying F (z) = F (z̄) where we use the complex conju-
gation on A⊗RC.
For a stem function F we define (F c)(z) = (F (z))c, i.e., we apply

quaternionic conjugation pointwise. Thus we obtain a conjugation on
the algebra of stem functions defined on a domain D ⊂ C. As before,
we define norm and trace and obtain:

N(F )(z) = (FF c)(z) = (F (z))(F c(z)) = (F (z))(F (z))c = N(F (z))

and

(TrF )(z) = (F + F c)(z) = F (z) + (F (z))c = Tr(F (z)).

Globally defined slice regular functions are given as globally conver-
gent power series:

f(q) =

+∞∑

k=0

qkak

In this case

(f c)(q) =
+∞∑

k=0

qkack

The space of slice regular functions on an axially symmetric domain
forms an associative R-algebra with the ∗-product as multiplication.
Hence (Tr f) = f + f c and N(f) = f ∗ f c.
Immediately from the construction we obtain:

Proposition 2.3. Let f be a slice function and F its associated stem
function.
Then N(F ), Tr(F ) and F c are the stem functions associated to N(f),

Tr(f) and f c.

Remark. In general we have f c(q) 6= f(q). Only for real points

q ∈ R we have f c(q) = f(q) and consequently (N f)(q) = N(f(q)) and
(Tr f)(q) = Tr (f(q)).

2.4. Compatibility. Recall that conjugation for slice regular func-
tions is not just pointwise conjugation of the function values.
Therefore in general

(Tr f)(q) 6= Tr(f(q)), (N f)(q) 6= N(f(q)).

Let B be a R-sub algebra of an R algebra A equipped with an anti-
involution which preserves B.
Then for x ∈ B the notions Tr(x) and N(x) defined with respect to

this antiinvolution are the same regardless whether we regard x as an
element of B or as an element of A.
As a consequence

8
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• For x ∈ H the notions N(x), Tr(x) agree independent of whether
we consider x in H or in HC.

• For an element x ∈ H the notions N(x), Tr(x) agree whether
we regard x in H or as a constant slice regular function with
value x.

2.5. Other notions. For x ∈ H the term 1
2
Tr(x) is often called real

part of x, sometimes denoted as x0.
N(x) is also called the symmetrization of x and denoted as xs.

3. An example

Warning. The conditions of the Main Theorem 1.1 do not imply that
for any q ∈ H we can find an element α ∈ Aut(H) such that f(q) =
α(g(q)).

Example 3.1. Let f(q) = I and let g(q) = cos(q)I + sin(q)J , i.e.,

g(q) =

+∞∑

k=0

(

q2k
(−1)k

(2k)!
I + q2k+1 (−1)k

(2k + 1)!
J

)

.

where I, J are any two orthogonal imaginary units in H with K = IJ.
We recall the classical identities

sin(it) = i sinh(t), cos(it) = cosh(t) ∀t ∈ R.

For t ∈ R we deduce

g(tJ) = cos(tJ)I + sin(tJ)J

= cosh(t)I + sinh(t) J2
︸︷︷︸

=−1

= cosh(t)I − sinh(t).

In particular, the “real part” 1
2
Tr (g(tJ)) is non-zero if sinh(t) 6= 0,

i.e., if t 6= 0. Hence for t ∈ R∗, we have

Tr (g(tJ)) 6= 0 = Tr(I) = Tr (f(tJ))

Since Tr(φ(q)) = Tr(q) for every q ∈ H and every automorphism φ
of H, it follows that there is no automorphism of H mapping g(tJ) to
f(tJ) = I.

9
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On the other hand

gc(q) = − cos(q)I − sin(q)J

=⇒
(g ∗ gc)(q) = − (cos(q)I + sin(q)J) ∗ (cos(q)I + sin(q)J)

= −



cos2(q) I2
︸︷︷︸

=−1

+ sin(q)2 J2
︸︷︷︸

=−1

+ sin(q) cos(q) (IJ + JI)
︸ ︷︷ ︸

=0





=



cos2(q) + sin2(q)
︸ ︷︷ ︸

=1



 = 1 = f ∗ f c

and

g(q) + gc(q) = cos(q)I + sin(q)J
︸ ︷︷ ︸

g(q)

+− cos(q)I − sin(q)J
︸ ︷︷ ︸

gc(q)

= 0

= I + (−I) = f(q) + f c(q) , ∀q ∈ H.

Thus Tr(f) = Tr(g) = 0 and N(f) = N(g) = 1. The stem functions
F,G : C → H⊗C associated to f and g are:

F (z) = 1⊗I, G(z) = cos(z)⊗I + sin(z)⊗J
Since sin2(z) + cos2(z) = 1 ∀z ∈ C, both F and G avoid the center
R⊗C of H⊗C. Hence the central divisors cdiv(F ) and cdiv(G) (as
defined in §6.2) are both empty. Therefore we have verified that in this
example

Tr(f) = Tr(g), N(f) = N(g), cdiv(f) = cdiv(g),

but for some q ∈ H there is no φ ∈ Aut(H) with

f(q) = φ(g(q)).

On the other hand, our main result implies that there exists a holo-
morphic map φ : C → Aut(HC) such that the corresponding stem func-
tions F and G satisfy F (z) = φ(z)(G(z)).
[ADF20b] and [ADF20a] pointed out that there exists a slice regular

function h such that f ∗ h = h ∗ g. This implies that

h−∗ ∗ f ∗ h = g

where h is slice regular, but h−∗ is possibly only semi-regular.
10
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In contrast, our result implies the existence of such a slice regular
function h which is invertible in the sense that h−∗ is likewise slice
regular, and not only semi-regular.
To give an explicit example, let

H(z) = cos(z/2)−K sin(z/2)

Then

H(z)−1 · F (z) ·H(z)

=
(

cos(
z

2
) +K sin(

z

2
)
)

· I ·
(

cos(
z

2
)−K sin(

z

2
)
)

=I cos z + J sin z = G(z)

4. Another example

Consider the stem functions

F (z) = I + zJ +
1

2
z2K

G(z) =

(

1 +
1

2
z2
)

I

We have

Tr(F ) = Tr(G) = 0

N(F ) = N(G) = 1 + z2 +
1

4
z4

cdiv(F ) = {}, cdiv(G) = 1{
√
2i} + 1{−

√
2i}

F and G are not equivalent in our sense because cdiv(F ) 6= cdiv(G).
Therefore there does not exist a stem function H : C → H∗

C
such that

both H and H−1 are holomorphic and

F = H−1 ·G ·H
In contrast, Altavilla and de Fabritiis do not need a condition on

cdiv for their results in [ADF20b] and [ADF20a]. Hence their results
imply that there exists a meromorphic stem function H with

F = H−1 ·G ·H
Indeed, an explicit calculation shows that

H(z) = I

(

2 +
1

2
z2
)

+Jz+
1

2
z2K, H−1(z) = −I

(
2 + 1

2
z2
)
+ Jz + 1

2
z2K

1
2
z4 + 3z2 + 4

11
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is such a function.

5. More preparations

5.1. The Clifford algebra R3. The Clifford algebra R3 may be real-
ized as the associative R-algebra generated by e1, e2, e3 with the rela-
tions

ejk + ekj = −2δjk j, k ∈ {1, 2, 3}
where δjk is the Kronecker symbol and ejk = ej · ek, i.e.,

δjk =

{

1 if j = k

0 if j 6= k

It contains the idempotents ω+, ω− satisfying ω+ω− = 0, namely:

ω+ =
1

2
(e1e2e3 + 1) , ω− =

1

2
(e1e2e3 − 1)

This yields a direct sum decomposition of R3:

R3 = ω+H⊕ ω−H

where H ∼= R2 is embedded in R3 as the subalgebra generated by e1, e2.
See e.g. [Gar11],[Lam05], Chapter V for more details on Clifford

algebras.

5.2. Invariants for R3. For more clarity in this paragraph we use NA

resp. TrA in order to denote the norm and trace for a given algebra A.
The Clifford algeba R3 is isomorphic (as R-algebra with an anti-

involution which we call conjugation) to H⊕H.
As a consequence we have

NR3
(q1, q2) = NH⊕H(q1, q2) = (NH(q1),NH(q2))

TrR3
(q1, q2) = TrH⊕H(q1, q2) = (TrH(q1),TrH(q2))

for q1, q2 ∈ H⊕H ∼= R3.
Similar for the complexified algebra R3⊗RC

∼= HC ⊕ HC and the
corresponding function algebras.
Caveat: Since (z, w) 7→ (w, z) is an automorphism of H⊕H (see §11),

these functions N, Tr are not invariants. They are only invariants up to
changing the order of the two components, i.e., they are invariants for
the connected component Aut0(H⊕H) which equals Aut(H)×Aut(H)
acting component-wise on A = H⊕H.

12
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5.3. Slice preserving functions.

Proposition 5.1. Let A = H and let f : A → A be a slice regular
function with stem function F : C → AC.
Then the following are equivalent:

(i) f = f c,
(ii) F = F c,
(iii) F (C) ⊂ R⊗RC ⊂ A⊗RC = AC.
(iv) f(CI) ⊂ CI for all I ∈ S = {q ∈ A : q2 = −1} (with CI =

R+ IR).

Definition 5.2. If one (hence all) of these properties are fulfilled, f is
called “slice preserving”.

Proof. These equivalences are well known. (iv) ⇐⇒ (iii) follows from
representation formula. (i) ⇐⇒ (ii) ⇐⇒ (iii) by construction of
( )c. �

5.4. Slice regular functions for A = R3. In [GP11] slice regular
functions are considered for real alternative algebras, e.g., Clifford al-
gebras. For generalities on Clifford algebras see e.g. [Lam05], Ch.V.
A quadratic cone QA ⊂ A is defined such that every q ∈ QA is

contained in the image of some R-algebra homomorphism from C to
A. While QA = A for A = H, we have QA 6= A for the Clifford algebra
A = R3

∼= H⊕H. More precisely (see [GP11]):

QA = R ∪
{
x ∈ A : Tr(x),N(x) ∈ R, 4N(x) > Tr(x)2

}

= {x ∈ A : Tr(x),N(x) ∈ R}
∼= {(q1, q2) ∈ H⊕H : TrH(q1) = TrH(q2),NH(q1) = NH(q2)}

(For A = R3 the condition 4N(x) > Tr(x)2 is automatically satisfied
for every element x ∈ A \ R with N(x),Tr(x) ∈ R.)
Given a symmetric domain D ⊂ C, there is the “circularization”

ΩD = {(x+ yH1, x+ yH2) : x, y ∈ R, H1, H2 ∈ SH, x+ yi ∈ D}.
(with SH = {J ∈ H : J2 = −1}.) Evidently ΩD ⊂ QA.
But due to the special direct sum nature of R3 we may regard a

larger set, namely :
(5.1)
WD = {(x1+y1H1, x2+y2H2) : Hj ∈ SH, xj , yj ∈ R, xj+yji ∈ D ∀j ∈ {1, 2}}
Note that ΩD = QA∩WD. Thus ΩD relates toWD like the quadratic

cone QA to the whole algebra A = R3.
Slice regular functions as defined in [GP11] are certain functions

defined on the cone QA. It is shown in [GP11] that these slice regular
13
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functions correspond to holomorphic stem functions, i.e., holomorphic
functions F : D → AC such that F (z) = F (z̄) ∀z ∈ C.
We remark that there is a natural way to extend a function f : ΩD →

R3 to a function f̃ : WD → R3.
Namely, we use the decomposition R3

∼= H ⊕ H to represent f as
f = (f1, f2) with fi : ΩD → H and define

f̃(x1 + y1H1, x2 + y2H2)

= (f1(x1 + y1H1, x1 + y1H2), f2(x2 + y2H1, x2 + y2H2))

In this way the algebra of slice regular functions on ΩD can be iden-
tified with a certain algebra of functions on WD.
Let us now discuss the special case of globally defined functions

(i.e. D = C, ΩD = QA and WD = A = R3.)
In this case stem functions are holomorphic functions with values in

AC which are defined on the whole of C. Such a holomorphic function
may be defined by a convergent power series

∑+∞

k=0 z
kak with ak ∈ A.

(A priori, ak ∈ AC for a holomorphic function F : C → AC, but the

condition F (z) = F (z̄) ensures that ak ∈ A.)
Such a power series may also be regarded as power series in a variable

in A; in this case it defines a function f : A → A. (It is easily shown
that it is again globally convergent.)
Thus there are bijective correspondances between the following three

classes of functions:

• Slice regular functions f : QA → A as defined in [GP11].
• Entire functions, i.e., functions f : A→ A which are defined by
globally convergent power series

∑+∞

k=0 q
kak (ak ∈ A).

• Stem functions, i.e., holomorphic functions F : C → AC with
F (z) = F (z̄).

In particular, slice regular functions f : QA → A extend naturally
to functions f : A→ A defined by globally convergent power series.
Thus for the special case of the Clifford algebra R3 there is no need

to restrict the domain of definition to (subdomains of) the quadratic
cone QA.
Let D,ΩD,WD be as in the preceding subsection.
We described above how to associate a function f̃ :WD → A ∼= H⊕H

to a given function f : ΩD → A.
14
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6. Central divisors

6.1. Divisors for vector-valued functions. Normally, divisors are
defined for holomorphic functions with values in C. Here we extend
this notion to holomorphic maps from Riemann surfaces to higher-
dimensional complex vector spaces.

Definition 6.1. Let f : X → V = Cn be a holomorphic map from a
Riemann surface X to a complex vector space V = Cn. Assume that f
is not identically zero.
The divisor of f is the divisor corresponding to the pull back of the

ideal sheaf of the origin, i.e., for f = (f1, . . . , fn), fi : X → C we
have div(f) =

∑

p∈X mp{p} where mp denotes the minimum of the

multiplicities multp(fi).

6.2. Central divisor for stem functions. In [BW21a], Definition 3.1,
we introduced the notion of a slice divisor. Here we will need a different
notion of divisor.
Namely, we need a notion of divisor which measures how far the

function is from being slice-preserving. This we call “central divisor”.
Here we define it for the quaternion case.

Definition 6.2. Let Z ∼= C be the center of HC. D ⊂ C be a symmetric
domain, F : D → AC a holomorphic map. Assume F (D) 6⊂ Z.
The central divisor cdiv(F ) is defined as the divisor (in the sense of

Definition 6.1) of the map from D to HC/Z induced by F .

Let (1, i, j, k) be the standard basis of H and let W⊗RC denote the
complex vector subspace of HC generated by i⊗1, j⊗1, k⊗1.
Then HC may be represented as the vector space direct sum HC =

Z⊕W⊗RC where Z ∼= C denotes the center. and we can decompose F :
D → HC as F = (F ′, F ′′) : D → Z × (W⊗RC) and the central divisor
cdiv(F ) equals

∑

p∈D np{p} where np denotes the vanishing order of
F ′′ at p.
Let F = (F ′, F ′′) be a stem function for a slice function f . Then f

is slice-preserving if F ′′ ≡ 0 (Definition 5.2).
Hence the assumption that f is not slice preserving implies that F ′′

does not vanish identically and we therefore may define cdiv(F ) as
above.

Example 6.3. Consider F : C → H⊗RC defined as

F (z) = 1⊗z + i⊗z2(z − 1) + j⊗z3(z − 1)2

Then
cdiv(F ) = 2 · {0}+ 1 · {1}

15
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Caveat: These central divisors do not satisfy the usual functoriality:

Example 6.4. Let

F (z) = 1 + iz, G(z) = 1 + j(1 + z)

Then cdiv(F ) = 1 · {0} and cdiv(G) = 1 · {−1}, but cdiv(FG) =
cdiv (1 + iz + j(z + 1) + k(z + 1)z) is empty. Thus

cdiv(FG) 6= cdiv(F ) + cdiv(G).

6.3. Central divisor for slice functions. We simply define the cen-
tral divisor for a given slice regular function as the central divisor of
the corresponding stem function (as defined in Definition 6.2).

6.4. Central divisors for R3. The central divisor cdiv of a slice reg-
ular function f : R3 → R3 is defined via the stem function F . Given a
stem function F : D → AC

∼= HC ⊕HC, we define

cdiv(F ) = (cdiv F1, cdiv F2)

where F1, F2 are the components of the stem function F with respect
to the decomposition of R3 into a direct sum of two copies of H.
What we need, is to treat R3 consequently as product, i.e., we regard

slice regular functions from (a domain in) R3 to R3 as a pair of the
quaternionic slice regular functions and define the “central divisor” of
a slice regular function f = (f1; f2) as

cdiv(f) = cdiv(f1; f2) = (cdiv(f1), cdiv(f2))

7. Strategy

Let A be a R-algebra, AC = A⊗RC its complexification and GC the
automorphism group of the complex algebra AC.
For certain4 holomorphic maps F,H : C → AC we want to show the

following statement:
If for every x ∈ C there exists an element g ∈ GC such that F (x) =

g (H(x)), then there exists a holomorphic map φ : C → GC with F (x) =
φ(x) (H(x)) ∀x.
This amounts to find a section for a certain projection map, namely

π : V → C with

V = {(x, g) ∈ C×GC : F (x) = g (H(x))}
and π(x, g) = x.
First we discuss the locus where F and H assume zero as value.
Outside this zero locus D, i.e., restricted to V0 = π−1(C \ D), the

map π has some nice properties if A ∼= H:

4“Stem functions”
16
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(i) all π-fibers are of the same dimension, homogeneous and more-
over biholomorphic to a Lie subgroup of GC.

(ii) There are everywhere local holomorphic sections.

Moreover, for A = H there is a Zariski open subset Ω in C on which
π is a locally holomorphically trivial fiber bundle with C∗ as fiber.
We show that there exists a global holomorphic section on Ω.
We will use strongly that the generic isotropy group (i.e. C∗) is both

commutative and one-dimensional.

8. Main Result for R3

Theorem 8.1. Let D ⊂ C be a symmetric domain, ΩD ⊂ R3 as
defined above ( equation(5.1) ), f, h : ΩD → R3 slice regular functions
as defined above.
Let F,H : D → AC be the associated stem functions.
Let GC denote the connected component of the neutral element of

the group of C-algebra automorphisms of AC = R3⊗RC, i.e., GC =
Aut(HC)× Aut(HC).
Let N, Tr and cdiv be defined as in subsection 5.2.

Then the following are equivalent:

(1) There exists a holomorphic map φ : D → GC with

F (z) = φ(z) (H(z)) ∀z ∈ D

(2) There exists a holomorphic map α : D → AC
∗ ∼= H∗

C
×H∗

C
with

F (z) = α(z) (H(z)) (α(z))−1 ∀z ∈ D

(3) cdiv(F ) = cdiv(H), Tr(F ) = Tr(H) and N(F ) = N(H).

Proof. Using A ∼= H⊕H andG0
C
∼= Aut(HC)×Aut(HC), the equivalence

of the existence of such a map φ : D → GC with the condition

cdiv(F ) = cdiv(H),Tr(F ) = Tr(H) and N(F ) = N(H)

follows from the respective result for quaternions (Theorem 1.1, proved
in §18). �

9. Local equivalence

Assumptions 9.1. Let G be a connected complex Lie group acting
holomorphically on a complex manifold X such that all the orbits have
the same dimension d.
Let

F,H : ∆ = {z ∈ C : |z| < 1} → X

be holomorphic maps such that for every z ∈ ∆ there exists an element
g ∈ G (depending on z, not necessarily unique) with F (z) = g ·H(z).

17
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Let

V = {(z, g) ∈ ∆×G : F (z) = g ·H(z)}

Lemma 9.2. Under the above assumptions (9.1) for every t ∈ ∆ there
is a biholomorphic map between the fiber

Vt = {(z, g) ∈ V : z = t}
and the isotropy group

GF (t) = {g ∈ G : g · F (t) = F (t)}

Proof. Fix t ∈ ∆ and choose a point (t, g0) ∈ Vt. Note that

F (t) = g0 ·H(t)

because (t, g0) ∈ Vt ⊂ V .
We define a map

ζ : GF (t)
∼−→ Vt

as

ζ(g) = (t, g · g0)
We claim that this is a biholomorphic map from GF (t) to Vt. First

we verify that ζ(g) ∈ Vt. Indeed, F (t) = g0 ·H(t) (as seen above) and
g · F (t) = F (t), because g ∈ GF (t).
Combined these facts imply

F (t) = g · g0 ·H(t)
︸ ︷︷ ︸

F (t)

=⇒ ζ(g) = (t, gg0) ∈ V

ζ is obviously injective. Let us check surjectivity. Let (t, p) ∈ Vt. Then
F (t) = p ·H(t). Recall that F (t) = g0 ·H(t). It follows that

(p · g−1
0 )F (t) = (p · g−1

0 )g0 ·H(t) = pH(t) = F (t)

Hence

p · g−1
0 ∈ GF (t).

We claim that ζ
(
p · g−1

0

)
= (t, p). Indeed

ζ
(
p · g−1

0

)
=

(
t,
(
p · g−1

0

)
· g0

)
= (t, p).

Therefore

ζ : GF (t)
∼−→ Vt

is biholomorphic. �

Lemma 9.3. Under the above assumptions (9.1) V is smooth.
18
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Proof. Consider

Z := {(z, x, x) : z ∈ ∆, x ∈ X} .
Note that Z is a submanifold of ∆×X ×X .
Define

φ : ∆×G→ ∆×X ×X, φ(z, g) = (z, F (z), g ·H(z))

and observe that V = φ−1(Z).
In order to verify the smoothness of V it suffices to show that Dφ

has everywhere the same rank.
Let (x, g) ∈ ∆×G and consider

Dφ(x,g) : T(x,g) (∆×G) → Tφ(x,g) (∆×X ×X) .

We observe that

T(x,g) (∆×G) ∼= (Tx∆)× Lie(G).

From φ(z, g) = (z, F (z), g(H(z))) we infer that

(v, w) ∈ kerDφ(x,g) ⊂ (Tx∆)× Lie(G)

⇐⇒ v = 0 and w ∈ kerDζ for ζ : g 7→ g (H(z))

Here ζ : G → X is the orbit map g 7→ g (H(z)). Standard theory of
transformation groups implies that w ∈ kerDζ iff w ∈ TgG ∼= Lie(G)
is contained in the Lie subalgebra of the isotropy group of the G-action
at g (H(z)).
By assumption all the G-orbits in X have the same dimension d,

Hence every isotropy group is of dimension dim(G)− d. It follows that

dim kerDφz,g = dim(G)− d ∀z, g
Thus φ is a map of constant rank and V = φ−1(Z) is smooth. �

Proposition 9.4. Under the above assumptions, there exists 0 < r < 1
and a holomorphic map

φ : ∆r = {z : |z| < r} → G

such that

F (z) = φ(z) (H(z)) ∀z ∈ ∆r.

Proof. Let g0 ∈ G such that F (0) = g0 (H(0)). We may replace H(z)
by the function H̃(z) = g0 (H(z)). In this way we see: There is no loss
of generality in assuming F (0) = H(0).

19
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We may replace G by its universal covering and therefore assume that
G is simply-connected. Then we can use the fact that every simply-
connected complex Lie group is a Stein manifold (see [MM60]). Hence
we may assume that G is a Stein manifold.
Recall that

V = {(z, g) ∈ ∆×G : F (z) = g (H(z))}.

Let π : V → ∆ be the natural projection and Vt = π−1(t) (for t ∈ ∆).
Due to Lemma 9.2 there is a bijective map from Vt to the isotropy group
of the G-action at F (t). Since all the G-orbits are assumed to have the
same dimension d, each isotropy group has the dimension dim(G)− d.
Therefore all the fibers of π : V → ∆ have the same dimension (namely
dim(G)− d).
Due to Lemma 9.3 the complex space V is smooth.
We consider the relative symmetric product Sm∆V , i.e., S

m
∆V is the

quotient of

{(z; v1, . . . , vm) ∈ ∆× V m : π(vi) = z, ∀i}

under the natural action of the symmetric group Sm permuting the
components of V m.
V may be embedded into Sm∆V diagonally as

V ∋ v = (z, g)
δ7→ [(z; v, . . . , v)] ∈ Sm∆V.

Note that V is Stein as a closed analytic subspace of the Stein manifold
∆×G. It follows that

{(z; v1, . . . , vm) ∈ ∆× V m : π(vi) = z, ∀i}

is likewise Stein. Thus Sm∆V is the quotient of a Stein space by a
finite group (namely Sm). Hence Sm∆V is Stein and therefore admits
an embedding j : Sm∆V →֒ CN for some N ∈ N. Recall that Sm∆V is a
quotient of a subspace of ∆ × V m by a Sm-action which is trivial on
the first factor ∆. The natural projection from ∆ × V m onto its first
factor thus yields a natural map p : Sm∆V → ∆.
Now we define an embedding ξ : Sm∆V → ∆× CN as

ξ : w 7→ (p(w), j(w))

We obtain a commutative diagram
20
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V Sm∆V ∆× CN

∆ ∆ ∆

δ ξ

π p pr1

Here pr1 : ∆× CN → ∆ is the projection to the first factor.
Because V is smooth (see Lemma 9.3), the “tubular neighbourhood

theorem” (see [For17], Theorem 3.3.3.) implies the existence of a holo-
morphic retraction of an open neighborhood W of Y = ξ(δ(V )) in
∆× CN onto Y .
This can be done in a relative way, over ∆, cf. [For04], Lemma 3.3;

[For17], Theorem 3.3.4.
Thus there is a holomorphic map ρ : W → Y with ρ|Y = idY and

pr1(w) = pr1(ρ(w)) for all w ∈ W .

ξ(δ(V )) Y W ∆× CN

∆

ρ

open

Let C be a (local) smooth complex curve in V through the point (0, e)
which is not contained in the fiber V0 = π−1(0). Now C∩V0 is a discrete
subset of C. Hence by shrinking C we may assume that with

C ∩ V0 = {(0, e)}
Now π|C : C → ∆ is a non-constant holomorphic map between one-

dimensional complex manifolds.
By one-dimensional complex analysis, after appropriately shrinking

∆ and C, the projection map from C onto ∆ is a finite ramified covering
of some degree m ∈ N.
Thus we obtain a local multisection, i.e., there is an open neighbor-

hood ∆′ of 0 in ∆ and a closed analytic subset C ′ ⊂ π−1(∆′) such that
π|C′ : C ′ → ∆′ is a finite ramified covering. Let m denote the degree
of π|C′.
To each point t ∈ ∆′ we associate the finite space π−1(t) ∩ C ′. This

is a finite subspace of π−1(t) ⊂ V of degree m which is mapped by π
into one single point of ∆. Such a finite subset corresponds to a point
in the relative symmetric product Sm∆V . Therefore our multisection
yields a section s : ∆′ → Sm∆V .
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We recall that we assumed C ∩ V0 = {(0, e)}. Hence
s(0) = δ(0, e) =⇒ ξ(s(0)) ∈ Y ⊂W

Now W is open, and (ξ ◦ s)(0) ∈ W . Let ∆′′ = (ξ ◦ s)−1(W ).
We compose ξ ◦ s : ∆′′ →W with the holomorphic retraction

ρ :W → Y = ξ(δ(V )).

Since ξ ◦ δ : V → Y is an isomorphism, there is a unique holomorphic
map σ : ∆′′ → V satisfying

ξ ◦ δ ◦ σ = ρ ◦ ξ ◦ s,
namely σ = (ξ ◦ δ)−1 ◦ ρ ◦ ξ ◦ s.
By construction, this map σ is a section of π : V → ∆ on ∆′′, i.e., a

holomorphic map σ : ∆′′ → V with π ◦ σ(z) = z, ∀z ∈ ∆′′.
Recall that V is defined as

V = {(z, g) ∈ ∆×G : F (z) = g (H(z))}.
Therefore a section σ is given as

σ : z 7→ (z, φ(z))

where φ : ∆′′ → G is a map which fulfills

F (z) = φ(z) (H(z)) ∀z ∈ ∆′′.

This yields the statement of the proposition if we choose r ∈ (0, 1) such
that ∆r ⊂ ∆′′. �

Remark. It is essential to assume that all the orbits have the same
dimension. For example, let G = C∗ act on X = C as usual, let
F (z) = z2 and H(z) = z3. Then ∀z, ∃ λ ∈ G : λz3 = z2, but there is
no holomorphic function φ : ∆ → G with φ(z)z3 = z2.

10. Automorphisms of Quaternions

10.1. Automorphisms of H. We will need the following classical re-
sult (see e.g. [CS03],§6.8). It is based on the fact thatH is a central sim-
ple R-algebra and the Skolem-Noether theorem (see e.g. [Lor08],§29)
which states that every automorphism of a central simple algebra is
inner.

Proposition 10.1. Every ring automorphism of the R-algebra of quater-
nions H is already a R-algebra automorphism (thus R-linear and con-
tinuous) and preserves the scalar product on H defined as

〈x, y〉 = 1

2
(xȳ + yx̄)

Let G be the group of ring automorphisms of H.
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Then G is isomorphic to SO(3,R), acting trivially on the center R

and by the standard action of SO(3,R) on R3, the orthogonal comple-
ment W of R, if we identify W with R3 using the standard basis i, j, k
of W .
For q ∈ H let Gq be its isotropy group, i.e., Gq = {g ∈ G = Aut(H) :

g(q) = q}.
Then G = Gq, if q is in the center R of H and Gq

∼= S1 ∼= SO(2,R)
for q 6∈ R.

Remark. We have GC
∼= PSL2(C) ∼= SO(3,C) acting on a three-

dimensional vector space preserving a non-degenerate bilinear form.
This representation must be isomorphic to the adjoint representation of
PSL2(C) on its Lie algebra Lie(PSL2(C)) which preserves the Killing
form Kill(x, y) = Trace(ad(x)ad(y)). Let v ∈ Lie(PSL2(C)) \ {0}.
Then Kill(v, v) = 0 if the one-parameter subgroup exp(vC) is unipo-
tent, while exp(vC) ∼= C∗ if Kill(v, v) 6= 0. The isotropy group of GC

at v ∈ Lie(GC) is the centralizer of exp(vC). For GC = PSL2(C) and
v 6= 0 this is always exp(vC) itself. Hence the isotropy group of GC

acting on Lie(GC) at an element v 6= 0 is isomorphic to C∗ if

Kill(v, v) 6= 0

and isomorphic to C if Kill(v, v) = 0. Similarily for GC acting on
W⊗RC, replacing Kill( , ) by B( , ).

As a consequence one obtains:

Corollary 10.2. Let p, q ∈ H \ {0}.
Then the following conditions are equivalent:

• N(p) = N(q) and Tr(p) = Tr(q).
• There is an R-algebra automorphism φ of H such that φ(p) = q.

11. Automorphisms of R3 = H⊕H

R3 denotes the Clifford algebra associated to R3 endowed with a
positive definite quadratic form. As an R-algebra, R3

∼= H ⊕ H. This
direct sum structure allows an easy determination of the automorphism
group of R3.

11.1. Algebraic Preparation.

Lemma 11.1. Let R be a (possibly non-commutative) ring with 1 and
without zero-divisors. Then every ring automorphism of A = R⊕R is
either of the form

(x, y) 7→ (φ(x), ψ(y)) φ, ψ ∈ Aut(R)
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or of the form

(x, y) 7→ (ψ(y), φ(x)) φ, ψ ∈ Aut(R)

Proof. Since R has no zero-divisors, the only idempotents are 0 and 1,
i.e.,

{x ∈ R : x2 = x} = {0, 1}
As a consequence,

I = {z = (x, y) ∈ R× R : z2 = z} = {0, 1} × {0, 1}
Every ring automorphism α of A must stabilize I and fix 0 = (0, 0)
and 1 = (1, 1). Hence either α fixes (0, 1) and (1, 0), or

(0, 1)
α−→ (1, 0)

α−→ (0, 1)

In the first case, α stabilizes both (0, 1)A = {0}×R and (1, 0)A = R×
{0}, which implies that α(x, y) = (φ(x), ψ(y)) for some φ, ψ ∈ Aut(R).
Similarily in the second case

(x, y) 7→ (ψ(y), φ(x))

for some φ, ψ ∈ Aut(R). �

11.2. Description of Aut(R3). As a consequence of Lemma 11.1 and
the description of the automorphisms of H, we obtain:

Proposition 11.2. The automorphism group of the Clifford algebra
R3

∼= H⊕ H is generated by (z, w) 7→ (w, z) and SO(3,R)× SO(3,R)
where SO(3,R) acts as the group of all orientation preserving orthogo-
nal linear transformations of the imaginary parts of the factors of the
product H×H.
The automorphism group of the complex algebra R3⊗C is generated

by (z, w) 7→ (w, z) and SO(3,C)× SO(3,C).

11.3. Isotropy groups. Using the above description of the full auto-
morphism group and the product structure R3

∼= H ⊕ H it is easy to
determine the isotropy groups of an element (q1, q2):

• The isotropy group contains all automorphisms of the form φ :
(x1, x2) 7→ (φ1(x1), φ2(x2)) with φi ∈ Aut(H) and φi(qi) = qi
(i ∈ {1, 2}).

• If there is an automorphism α ∈ Aut(H) with α(q1) = q2, then
the isotropy group contains in addition all automorphisms of
the form φ : (x1, x2) 7→ (φ1(x2), φ2(x1)) with φi ∈ Aut(H) and

(q1, q2) = (φ1(q2), φ2(q1))
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In view of α(q1) = q2 the above equation is equivalent to

(α ◦ φ1)(q2) =α(q1) =q2

(α−1 ◦ φ2)(q1) =α−1(q2) =q1

Therefore α◦φ1 must be in the isotropy group of q2 and α
−1◦φ2

in the isotropy group of q1.

12. Orbits in the complexified algebra

The proposition below is principally applied to the situation, where
A ∼= H and A = R⊕V as vector space, V being the subspace of totally
imaginary elements.
In fact, we have seen that in this case Aut(A) acts trivially on R and

by orthogonal transformations on V such that every sphere centered at
the origin in V is one orbit.

Proposition 12.1. Let V = Rn, and let G be a connected real Lie
group acting by orthogonal linear transformations on V such that the
unit sphere S = {v ∈ Rn : ||v|| = 1} is a G-orbit.
Let VC = V⊗RC. Let B denote the C-bilinear form on VC extending

the standard euclidean scalar product on V = Rn.
Let GC be the smallest complex Lie subgroup of GL(VC) containing

G. Then the GC-orbits in VC are the following:

• Hλ = {v ∈ VC : B(v, v) = λ} for λ ∈ C∗.
• H0 = {v ∈ VC : B(v, v) = 0} \ {0}
• {0}.

Proof. First we observe that B( , ) is invariant under the GC-action,
because G acts by orthogonal transformations.
Since G acts transitively on S, and G acts linearly on V , the G-orbits

in V are precisely {0} and the spheres Sr = {v ∈ V : ||v|| = r} (r > 0).
Let v = u + ιw ∈ VC, u, w ∈ V . If v 6= 0, then (u, w) 6= (0, 0). If

u 6= 0, then the projection onto the real part yields a map from the
G-orbit through v onto a sphere in Rn, which implies that the real
tangent space of Gv contains at least n − 1 C-linearly independent
tangent vectors. It follows that the GC-orbit through v is of complex
dimension ≥ n− 1.
On the other hand the complex hypersurfaces

Cλ = {v ∈ VC : B(v, v) = λ}
are irreducible, complex (n − 1)-dimensional and GC-invariant. This
implies the assertion. �
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Corollary 12.2. Let A be a finite-dimensional R-algebra with R as
center. Let A = R ⊕ V as vector space and let G be a real Lie group
acting trivially on R and by orthogonal linear transformations on V .
Assume that G acts transitively on the unit sphere of V .
Let GC be the smallest complex Lie subgroup of GL(A⊗RC) contain-

ing G.
Then all the GC-orbits in (V⊗RC) \ {0} are complex hypersurfaces.

In particular, they all have the same dimension.

Corollary 12.3. Under the assumptions of Corollary 12.2 for every
point q ∈ (V⊗RC) \ {0} the isotropy group I of the GC-action at q
satisfies

dimC I + dimR V − 1 = dimC(GC)

In particular, we have dimC(I) = 1 for A ∼= H.

Proof. TheGC-orbit through q is a complex hypersurface (Corollary 12.2).
Hence its complex dimension equals dimC(V⊗RC)− 1 and therefore

dimC(GC) = dimC I + dimC(V⊗RC)− 1

Now dimR(V ) = dimC(V⊗RC). This yields the assertion. �

Corollary 12.4. Under the same assumptions, there is a Zariski open

subset, namely Ω ⊂ A⊗RC
ζ∼ C⊕ (V⊗RC) defined as Ω = {q : ζ(q) =

(x, v), B(v, v) 6= 0} such that all the isotropy groups of GC at points in
Ω are conjugate.

Proof. By assumption, A = R⊕V as vector space and correspondingly

A⊗RC
∼= C⊕ (V⊗RC)

︸ ︷︷ ︸

VC

With respect to this vector space sum decomposition we define

Ω = {r + v : r ∈ C, v ∈ VC, B(v, v) 6= 0}
Due to Proposition 12.1, the GC-orbit through a given point x = r+v ∈
Ω is

{r + w,w ∈ VC, B(w,w) = B(v, v)}.
The isotropy groups in the same orbit are clearly conjugate. Let x =
r + v, y = s + w ∈ Ω (with r, s ∈ C, v, w ∈ VC) be in different orbits.
Choose λ ∈ C∗ such thatB(w,w) = B(λv, λv). Now the isotropy group
at r+ v agrees with the isotropy group at λ(r+ v) = λr+ λv, because
the group action is linear. Since GC acts trivially on the center C of
A⊗RC, the isotropy groups at λr + λv and s + λv coincide. Finally,
due to B(w,w) = B(λv, λv) the elements s + λv and s + w are in
the same GC-orbit. Consequently, their isotropy groups are conjugate.
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Combined, these facts imply that the isotropy group at r+v and s+w
are conjugate. �

Corollary 12.5. Let A = H and AC = A⊗RC.
Let p, q ∈ AC \ {0}. Then the following properties are equivalent:

(i) Tr(p) = Tr(q) and N(p) = N(q).
(ii) There is an automorphism φ ∈ Aut(AC) such that φ(p) = q.

Proof. By construction, we have N(x) = x(xc) = B(x, x) for all x ∈ AC

and x 7→ 1
2
tr(x) equals the projection of x to C with respect to the

direct sum decomposition AC = C⊕W .
Let p = p′+p′′, q = q′+q′′ with p′, q′ ∈ C, p′′, q′′ ∈ W . Since Aut(AC)

acts trivially on C and by linear, B-preserving transformations on W ,
(ii) implies that p′ = q′ and B(p′′, p′′) = B(q′′, q′′) which in turn implies
Tr(p) = Tr(q), N(p) = N(q).
Conversely,

(Tr(p) = Tr(q))∧(N(p) = N(q))) =⇒ (p′ = q′)∧(B(p′′, p′′) = B(q′′, q′′))

and the latter condition implies ∃ φ ∈ Aut(AC) : φ(p) = q due to
Proposition 12.1. �

13. Constructing an auxiliary vector field

Proposition 13.1. Let G be a complex Lie group acting holomorphi-
cally on a complex manifold X. Assume that all isotropy groups are
connected and one-dimensional.
Let Z be a non-compact Riemann surface.
Let C, F : Z → X be holomorphic maps and let

V = {(g, t) ∈ G× Z : g · C(t) = F (t)}
Let π : V → Z be the natural projection map: π(g, t) = t.
Then there is an integrable holomorphic vector field X on V such that

for every t ∈ Z the associated flow (one-parameter-group) stabilizes
Vt = π−1({t}) and coincides with the action of the isotropy group

GF (t) = {g ∈ G : g · F (t) = F (t)}
on Vt (with g : (h, t) 7→ (gh, t)).

Proof. We define a line bundle on Z by associating to each point p ∈ Z
the Lie algebra of

{g ∈ G : g · C(p) = C(p)}
On a non-compact Riemann surface every holomorphic line bundle is
trivial. Thus we obtain X as any nowhere vanishing section of this
trivial holomorphic line bundle. �
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14. Reduction to the case Tr = 0

Lemma 14.1. Let AC be a C-algebra with an antiinvolution ( )c such
that Z = {x ∈ AC : x = xc} is central in AC. Let GC be a complex
Lie group acting by C-algebra homomorphisms on AC such that the Z
is fixed pointwise. Let D be a domain in C. Let F,H : D → AC be
holomorphic maps. Assume that N(F ) = N(H) and Tr(F ) = Tr(H)
(with Tr(F ) = F + F c and N(F ) = FF c).

Define F̂ = 1
2
(F − F c) and Ĥ = 1

2
(H −Hc).

Then:

(i) Tr(F̂ ) = 0 = Tr(Ĥ).

(ii) N(F̂ ) = N(Ĥ).
(iii) There exists a holomorphic map φ : D → GC with F = φ(H)

if and only there exists a holomorphic map φ : D → GC with
F̂ = φ(Ĥ).

Proof. (i)

Tr(F̂ ) =
1

2
Tr(F − F c) =

1

2
(F + F c − (F c + F )) = 0

and similarily Tr(Ĥ) = 0.
(ii) Let F0 = 1

2
Tr(F ) and H0 = 1

2
Tr(H). Then F c

0 = F0 and
Hc

0 = H0. Observe that F0 and H0 are central in AC.
By construction

F = F0 + F̂ , H = H0 + Ĥ, F̂ c = −F̂ , Ĥc = −Ĥ
We obtain:

N(F ) = N(F0 + F̂ ) =
(

F0 + F̂
)

·
(

F c
0 + (F̂ )c

)

=
(

F0 + F̂
)

·
(

F0 − F̂
)

= F 2
0 − F0F̂ + F̂F0 − (F̂ )2

= F 2
0 − F̂F0 + F̂F0 − (F̂ )2 because F0 is central

= F 2
0 − (F̂ )2

=
1

4
(Tr(F ))2 +N(F̂ )

Similarily we obtain

N(H) =
1

4
(Tr(H))2 +N(Ĥ)
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In combination with N(F ) = N(H) and Tr(F ) = Tr(H) this

yields N(F̂ ) = N(Ĥ).
(iii) Note that the image of Tr : AC → AC is contained in the center

of AC which is pointwise stabilized by the GC-action. It follows
that for every holomorphic map φ : D → AC we have

F (z) = φ(z) (H(z)) ∀z ∈ D

F0(z) + F̂ (z) = φ(z) (H0(z))
︸ ︷︷ ︸

=H0(z)=F0(z)

+φ(z)
(

Ĥ(z)
)

F̂ (z) = φ(z)
(

Ĥ(z)
)

�

15. Vanishing orders

Proposition 15.1. Let X be a non-compact Riemann surface, V a
vector space and let f, g : X → V be holomorphic maps which do not
vanish identically.
Assume that f, g have the same divisor (as defined in Definition 6.1).
Then there exist a holomorphic function h : X → C and holomorphic

maps f̃ , g̃ : X → V \ {0} such that f = hf̃ , g = hg̃.

Proof. Recall that on a non-compact Riemann surface every divisor is
a principal divisor, i.e., the divisor of a holomorphic function.
We choose a holomorphic function h on X with

div(h) = div(g) = div(f)

and define f̃ = f/h, g̃ = g/h. �

Lemma 15.2. Let X be a Riemann surface, V a vector space and
f : X → V , φ : X → GL(V ) be holomorphic maps. Assume that f is
not vanishing identically.
Define g(z) = φ(z) (f(z)).
Then f and g have the same divisor.

Proof. Let div(f) =
∑

pmp{p}. Then for every p ∈ X and i ∈
{1, . . . , n} the germ of fi at p is a divisible by z

mp
p where zp is a local co-

ordinate with zp(p) = 0. Since φ(p) is linear, the components gi likewise
have germs at p which are divisible by z

mp
p . Hence div(g) ≥ div(f).

The same arguments show that also div(f) ≥ div(g), since

f(z) = φ̃(z) (g(z))
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for

φ̃(z) = (φ(z))−1

Thus div(f) = div(g). �

16. Some cohomology

We need the lemma below as a preparation for the proof of Proposi-
tion 16.2.

Lemma 16.1. Let X be a Riemann surface, D ⊂ X a discrete subset,
τ0 : P → X \D an unramified 2 : 1-covering.
Then τ0 extends to a ramified covering τ : X ′ → X, i.e., we have a

commutative diagram:

P X ′

X \D X

τ0 τ

Proof. Let q ∈ D and let ψ : U → ∆ be a coordinate chart with
ψ(q) = 0 and U ∩D = {q}.
An unramified 2 : 1 covering over ∆∗ = ∆ \ {0} is either a product

or given by a group homomorphism ρ : π1(∆
∗) → Z/2Z. There is only

one non-trivial group homomorphism from Z ∼= π1(∆
∗) to Z/2Z.

Hence either τ0 restricts on U∗ = U \ {q} to a direct product U∗ ×
Z/2Z (in which case τ0 trivially extends through q), or we can identify
the restriction to U∗ as the only non-trivial 2 : 1-covering, which can
be realized as z 7→ z2 as a map from ∆∗ to ∆∗. Thus we obtain the
following commutative diagram:

τ−1(U∗) ∆∗

U∗ ∆∗

∼

τ0 z 7→z2

ψ

Now the covering map z 7→ z2 obviously extends from an unramified
covering ∆∗ → ∆∗ to a ramified covering ∆ → ∆.
Performing this procedure around every point of D, we obtain the

desired extension. �

Proposition 16.2. Let X be a non-compact Riemann surface, D a
discrete subset, S a sheaf which is locally isomorphic to Z (the sheaf of
locally constant Z-valued functions) on X \D. Let

(16.1) 0 → S → OX → A → 0
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be a short exact sequence of OX module sheaves.
Then H1(X,A) = {0} and H2(X,S) = {0}.

Proof. X is Stein, hence Hk(X,O) = 0 for k > 0. Therefore the long
exact cohomology sequence associated to the above sequence of sheaves
(16.1) implies

H1(X,A) ∼= H2(X,S).
Let S0 be the sheaf on X defined by

S0(U) =

{

{0} if U ∩D 6= {}
S(U) if U ∩D = {}

Then we have a short exact sequence

(16.2) 0 → S0 → S → F → 0

where F is a skyscraper sheaf supported on D. Thus Hk(X,F) = 0 for
k > 0. Consequently the long exact cohomology sequence associated
to (16.2) implies

H2(X,S) ∼= H2(X,S0).

By construction, S0 is a sheaf on X \D locally isomorphic to Z. (Z,+)
admits only one non-trivial automorphism, namely n 7→ −n. Hence
we may regard S0 as the sheaf of sections in a locally trivial fiber
bundle B → X \D with structure group Z/2Z and typical fiber Z. We
consider the sub-bundle P with typical fiber {+1,−1}. Such a bundle
is an unramified 2:1-covering τ0 : P → X \D. It extends to a ramified
2:1-covering τ : X ′ → X by adding one point above each point of D.
We consider the natural sheaf homomorphism ZX → τ∗ZX′ given by

f 7→ f ◦ τ . We define a sheaf homomorphism α from τ∗ZX′ to S0 as
follows: Given a Z-valued function f on {−1,+1}, let

d = |f(1)− f(−1)|,
and associate

α(f)
def
=

{

d if f(1) ≥ f(−1)

−d if f(1) < f(−1)

This yields a short exact sequence of sheaves

0 → ZX −→ τ∗ZX′

α−→ S0 → 0

We note that outside D the covering map τ is locally biholomorphic,
while for a point p ∈ D, the preimage of a small neighborhood of p in X
will be a small neighborhood of τ−1(p) in X ′ and will be contractible,
since X ′ is a complex space.
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It follows that the higher direct image sheaves Rqτ∗Z (q > 0) are
trivial. We consider the Leray spectral sequence for the sheaf Z on X ′

and the map τ : X ′ → X :

Hp+q(X ′,Z) = Ep+q ⇐ Epq
2 = Hp(X,Rqτ∗Z)

Since Rqτ∗Z = 0 ∀q > 0, this spectral sequence degenerates. Therefore

Hk(X, τ∗Z) ∼= Hk(X ′,Z) ∼= Hk(X ′,Z)

SinceX ′ andX are non-compact Riemann surfaces, we haveHk(X ′,Z) =
Hk(X,Z) = 0 for k ≥ 2 and therefore

. . .→ H2(X ′,Z)
︸ ︷︷ ︸

=0

→ H2(X,S0) → H3(X,Z)
︸ ︷︷ ︸

=0

→ . . .

Therefore

H1(X,A) ∼= H2(X,S) ∼= H2(X,S0) = {0}.

�

17. Automorphisms and conjugacy

For H and HC every R-(resp. C-) algebra automorphism φ is inner,
i.e., given by conjugation with an element: ∃ q : φ : x 7→ qxq−1.
Conversely for every q ∈ H (resp. q ∈ HC) conjugation by q defines an
automorphism. This automorphism is trivial if and only if q is in the
center.
Therefore we have a short exact sequence of Lie groups.

(17.1) 1 → C
∗ → H

∗

C

ζ−→ GC → 1

with ζ(g) : x 7→ gxg−1.
In particular, GC

∼= H∗

C
/C∗, which implies that H∗

C
is a C∗-principal

bundle over GC (see e.g. [SM21], Prop. 13.25).

Proposition 17.1. Let D be an open subset in C and let φ : D → GC

be a holomorphic map.
Then there exists a holomorphic map φ̃ : D → H

∗

C
with φ = ζ ◦ φ̃.

Proof. Due to (17.1) we have a C∗-principal bundle on GC which we
may pull back via φ to obtain a C∗-principal bundle on D. But D is a
(not necessarily connected) Stein Riemann surface and therefore every
C∗-principal bundle on D is holomorphically trivial. Thus it admits a
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section. Such a section corresponds to a lifting as below

H∗

C

D GC

ζ

φ

φ̃

�

18. Proof of the Main Theorem

We are now in a position to prove our Main Theorem 1.1.
First we prove the most difficult part of Theorem 1.1 which is the

following.

Theorem 18.1. Let A = H and AC = A⊗RC.
Let D ⊂ C be a domain which is invariant under conjugation.
Let F,H : D → AC \ {0} be holomorphic maps such that F (z̄) =

F (z), H(z̄) = H(z), Tr(F ) = Tr(H) = 0, N(F ) = N(H).5

Then there exists a holomorphic map φ : D → GC such that

φ(z) (F (z)) = H(z) ∀z ∈ D.

Proof. Throughout the proof we will use the fact that D is a non-
compact Riemann surface.
Note that we assume Tr(F ) = Tr(H) = 0. It follows that the images

F (D), H(D) are contained in W⊗RC.
Thus we may regard F and H as holomorphic maps from D to

(W⊗RC) \ {0} = (W⊗RC) ∩ (AC \ {0}).
From our assumption on F and H we deduce that for every t ∈ D

there is an element g ∈ GC with H(t) = g(F (t)) (Corollary 12.5).
The case where both F and H are constant is trivial. Hence we may

assume that at least one of the two maps is not constant. Wlog F is
not constant.
We define

V = {(α, z) ∈ GC ×D : F (z) = αH(z)}
The isotropy groups for the GC-action on (W⊗RC)\{0} have all the

same dimension (namely 1 if A = H) due to Corollary 12.3.

5We need no condition on cdiv, because the assumptions Tr(F ) = Tr(H) = 0
and F (D), H(D) ⊂ AC \ {0} imply that cdiv(F ) and cdiv(H) are empty.
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Therefore we may apply Proposition 9.4. It follows that for every
p ∈ D there is an open neighborhood U of p in D and a holomorphic
map ψ : U → GC with

F (z) = ψ(z)H(z) ∀z ∈ U.

Thanks to Proposition 13.1 we obtain a vector field which gives us
a one-parameter group acting transitively on the fibers of V → D, i.e.,
there is an action

µ : (C,+)× V → V.

We define A as the sheaf on D of holomorphic maps ξ from D to GC

such that ξ(t) is contained in the isotropy group

GF (t) = {g ∈ G : g(F (t)) = F (t)}
for every t.
Due to Proposition 13.1 we may identify A with a sheaf of fiber-

preserving automorphisms, namely for an open subset U ⊂ D we define
A(U) as the set of biholomorphic self maps of π−1(U) which may be
written as

ηζ : x 7→ µ(ζ(π(x)), x)

for some holomorphic function ζ ∈ O(U).
The map associating ηζ to ζ defines a morphism of sheaves on D. Let

S denote its kernel. Then we have a short exact sequence of sheaves

0 → S −→ O
ζ 7→ηζ

−−−−→ A → 0

S may be regarded as the sheaf of those holomorphic functions ζ for
which µ(ζ(t)) equals the identity map on the fiber π−1(t).
Generically, the isotropy group of GC at a point in AC is isomor-

phic to C∗. Elsewhere, the isotropy group is C. Hence the sheaf S is
locally isomorphic to Z on an open subset Ω of D and trivial on the
complement D \ Ω.
Next we want to show that H1(D,A) = {0}.
If Ω is empty, then S is trivial and consequently A ∼= ¸O. This

implies H1(D,A) = {0}, because D is Stein.
Thus we may assume that Ω is not empty. Then Ω is Zariski open

and dense and its complement D \ Ω is discrete. Then H1(D,A) = 0
follows from Proposition 16.2.
We choose an open cover (Ui)i of D with holomorphic maps ψi :

Ui → GC such that

F (z) = ψi(z)H(z), ∀z ∈ Ui

(This is possible thanks to Proposition 9.4.)
34



C. Bisi & J. Winkelmann Invariants and Automorphisms

On each intersection Uij = Ui ∩ Uj we have

F (z) = ψi(z)H(z) and F (z) = ψj(z)H(z),

implying that

ψji(z)
def
= ψj(z) ◦ (ψi(z))−1

is contained in the isotropy group at F (z).
Thus ψij defines a 1-cocyle of A. Since H1(D,A) = 0, this cocyle is

a coboundary, i.e., there are φi ∈ Γ(Ui,A) with ψij = φi(φj)
−1.

Therefore

ψi(z)(ψj(z))
−1 = ψij(z) = φi(z)(φj(z))

−1

=⇒ ψi(z) = φi(z)(φj(z))
−1(ψj(z))

=⇒ (φi(z))
−1ψi(z) = (φj(z))

−1(ψj(z))

It follows that
φ(z) = (φi(z))

−1ψi(z)

is well-defined. Since F (z) = ψi(z)H(z) and φi(z) is in the isotropy
group of GC at F (z), we infer

F (z) = φ(z)H(z)

This completes the proof.
�

Proof of the Theorem 1.1. First we deal with the case where neither f
nor h is slice preserving.
We proceed as follows:

(i) (ii) (iii)

(v) (iv)

(ii) =⇒ (iv):
By assumption we have Tr(F ) = Tr(H). Define

F̂ =
1

2
(F − F c) , Ĥ =

1

2
(H −Hc)

Evidently Tr(Ĥ) = Tr(F̂ ) = 0. Moreover N(F ) = N(H) in combination

with Lemma 14.1 implies that N(F̂ ) = N(Ĥ).

With respect to the decomposition AC = Z ⊕ W⊗RC the map F̂
resp. Ĥ is just the second component of F resp. H . By the definition
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of the central divisor (introduced in §6.2) this implies that cdiv(F ) =

cdiv(F̂ ) and cdiv(H) = cdiv(Ĥ).
Since cdiv(F ) = cdiv(H), it follows that there are holomorphic maps

F̃ , H̃ : D → AC \ {0} and λ : D → C such that

F̂ = λF̃ , Ĥ = λH̃

(Proposition 15.1). Observe that

0 = Tr(F̂ ) = λTr(F̃ ), N(F̂ ) = λ2N(F̃ )

0 = Tr(Ĥ) = λTr(H̃), N(Ĥ) = λ2N(H̃)

and that λ does not vanish identically, because f and h are not slice
preserving. Hence Tr(F̃ ) = 0 = Tr(H̃) and N(F̃ ) = N(H̃) and The-
orem 18.1 implies that there is a holomorphic map φ : D → GC such
that

φ(z)
(

F̃ (z)
)

= H̃(z) ∀z ∈ D.

which in turn implies

φ(z)
(

F̂ (z)
)

= Ĥ(z) ∀z ∈ D,

because GC acts linearly, F̂ = hF̃ and Ĥ = hH̃ . Finally

φ(z) (F (z)) = H(z) ∀z ∈ D

follows via Lemma 14.1.
(iv) =⇒ (iii): The implication (iv) =⇒ cdiv(F ) = cdiv(H) is due

to Lemma 15.2, the other assertion is obvious.
For (iii) ⇐⇒ (ii) see Corollary 12.5.
For (i) ⇐⇒ (ii), see Proposition 2.3 and Section 6.2.
(v) =⇒ (iv). Every α ∈ H∗

C
defines an automorphism of HC via

q 7→ αqα−1. This defines a natural map from H∗

C
to GC. Composition

with this map yields the desired implication.
(iv) =⇒ (v) follows from Proposition 17.1.
This finishes the proof for case a). Let us deal now with the case b),

i.e. we assume that f is slice preserving.
(i) ⇐⇒ (ii) is due to the correspondence between slice regular

functions and stem functions.
(ii) =⇒ (v) =⇒ (iv) =⇒ (iii) is trivial.
(iii) =⇒ (ii): Because f is slice preserving, all the values of F

are contained in the center Z ∼= C of HC. But GC fixes the center
pointwise. Hence the statement. �
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Räumen. Math. Ann., 135:263–273, 1958.

[GS06] Graziano Gentili and Daniele C. Struppa. A new approach to Cullen-
regular functions of a quaternionic variable. C. R. Math. Acad. Sci.
Paris, 342(10):741–744, 2006.

[GS07] Graziano Gentili and Daniele C. Struppa. A new theory of regular
functions of a quaternionic variable. Adv. Math., 216(1):279–301, 2007.

[GSS14] Graziano Gentili, Simon Salamon, and Caterina Stoppato. Twistor
transforms of quaternionic functions and orthogonal complex struc-
tures. J. Eur. Math. Soc. (JEMS), 16(11):2323–2353, 2014.

[GSS22] Graziano Gentili, Caterina Stoppato, and Daniele Struppa. Regular
Functions of a Quaternionic Variable. Springer Monographs in Math-
ematics. Springer, second edition, 2022.

[Lam05] T. Y. Lam. Introduction to quadratic forms over fields, volume 67
of Graduate Studies in Mathematics. American Mathematical Society,
Providence, RI, 2005.

[Lor08] Falko Lorenz. Algebra. Vol. II. Universitext. Springer, New York, 2008.
Fields with structure, algebras and advanced topics, Translated from
the German by Silvio Levy, With the collaboration of Levy.
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tuguese original by José Emı́lio Maiorino and Carlos Augusto Bassani
Varea with revisions by Simon Chiossi.

[SV00] Tonny A. Springer and Ferdinand D. Veldkamp. Octonions, Jordan
algebras and exceptional groups. Springer Monographs in Mathematics.
Springer-Verlag, Berlin, 2000.

Cinzia Bisi, Department of Mathematics and Computer Sciences,
Ferrara University, Via Machiavelli 30, 44121 Ferrara, Italy

Email address : bsicnz@unife.it
ORCID : 0000-0002-4973-1053

Jörg Winkelmann, IB 3/111, Lehrstuhl Analysis II, Fakultät für
Mathematik, Ruhr-Universität Bochum, 44780 Bochum, Germany,

Email address : joerg.winkelmann@rub.de
ORCID: 0000-0002-1781-5842

38


