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Abstract We establish a Mittag-Leffler-type theorem with approximation and
interpolation for meromorphic curves M → Cn (n ≥ 3) directed by Oka cones in
Cn on any open Riemann surface M . We derive a result of the same type for proper
conformal minimal immersions M → Rn. This includes interpolation in the poles and
approximation by embeddings, the latter if n ≥ 5 in the case of minimal surfaces. As
applications, we show that complete minimal ends of finite total curvature in R5 are
generically embedded, and characterize those open Riemann surfaces which are the
complex structure of a proper minimal surface in R3 of weak finite total curvature.

Keywords minimal surface, Mittag-Leffler theorem, meromorphic immersion,
Riemann surface, directed immersion, Oka manifold.

Mathematics Subject Classification (2020) 32E30, 32H04, 53A10, 53C42.

1. Introduction

The last two decades have witnessed the development of the approximation and
interpolation theories for minimal surfaces in Euclidean space Rn, n ≥ 3 (see
the monograph by Alarcón, Forstnerič, and López [6]). In particular, analogous
results to the seminal Runge, Weierstrass, and Mittag-Leffler theorems in complex
analysis from the 19th century have been recently established for the family of
conformal minimal immersions M → Rn of any open Riemann surface M , leading to
a considerable number of applications to the global theory of minimal surfaces. The
key tool for this task has been the well known close connection of minimal surfaces
with complex analysis via the Weierstrass representation formula, together with the
classical theories of approximation and interpolation for holomorphic functions on
open Riemann surfaces, as well as the modern Oka theory (see [16] for background).
Recall that an immersion u = (u1, . . . , un) : M → Rn is conformal if and only if the
(1, 0)-differential ∂u = (∂u1, . . . , ∂un) of u satisfies the nullity condition

(∂u1)
2 + · · ·+ (∂un)

2 = 0.

Such an immersion u is minimal if and only if it is harmonic if and only if ∂u
is holomorphic. Conversely, a nowhere vanishing Cn-valued holomorphic 1-form
ϕ = (ϕ1, . . . , ϕn) satisfying ϕ2

1 + · · · + ϕ2
n = 0 and the period vanishing condition

ℜ
∫
C ϕ = 0 for every closed curve C in M integrates to a conformal minimal

immersion u = ℜ
∫
ϕ : M → Rn with ∂u = ϕ.

The Mittag-Leffler theorem from 1884 [25] states that for any closed discrete
subset E ⊂ C and any meromorphic function f on a neighbourhood of E there exists
a meromorphic function g on C which is holomorphic on C\E and satisfies that the
difference g − f is holomorphic at every point in E. This result was extended by
Florack in 1948 [14] (see also Behnke and Stein [10]) to functions on open Riemann
surfaces, including interpolation on a closed discrete set; approximation on Runge
compact subsets was added by Bishop in 1958 [11]. The natural counterpart of a
pole of a meromorphic function in minimal surface theory is a complete end of finite
total curvature (see e.g. [26, Chap. 9] or [6, Chap. 4] for background). Indeed, if
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u : D∗ = {ζ ∈ C : 0 < |ζ| ≤ 1} → Rn is a complete conformal minimal immersion of
finite total curvature then ∂u is holomorphic on D∗ and extends meromorphically to
D = D∗ ∪ {0} with an effective pole at 0. Moreover, u : D∗ → Rn is a proper map.
Alarcón and López proved in [8] that for any closed discrete subset E of an open
Riemann surface M and any complete conformal minimal immersion u : V \E → Rn

on a neighbourhood V of E such that every point in E is an end of finite total
curvature of u, there is a complete conformal minimal immersion ũ : M \ E → Rn

such that every point in E is an end of finite total curvature of ũ and the map
ũ− u is continuous (hence harmonic) on V and vanishes at all points in E; that is,
a Mittag-Leffler theorem for complete immersed minimal surfaces. Their theorem
also includes approximation and jet-interpolation. In this paper we shall extend
this result in two different directions, namely, we shall establish Mittag-Leffler-type
theorems for proper minimal surfaces in Rn, embedded if n ≥ 5 (see Sect. 1.1), and
for meromorphic curves in Cn directed by Oka cones (see Sect. 1.2).

1.1. The Mittag-Leffler theorem for proper minimal surfaces. Here is our
first main result.

Theorem 1.1. Let M be an open Riemann surface, ∅ ̸= E ⊂ M be a closed discrete
subset, and V ⊂ M be a locally connected smoothly bounded closed neighbourhood of
E all whose connected components are Runge compact sets. Let n ≥ 3 be an integer
and assume that u : V \E → Rn is a complete conformal minimal immersion whose
restriction to each component of V \ E is of finite total curvature; that is, every
point in E is a complete end of finite total curvature of u. Then there is a proper
full conformal minimal immersion ũ : M \ E → Rn such that ũ − u is continuous
(hence harmonic) at every point in E. Moreover, if n ≥ 5 then we can choose ũ to
be injective (hence a proper embedding).

Furthermore, if in addition u : V \ E → Rn is a proper map, and if we are
given a number ε > 0, a closed discrete subset Λ ⊂ M such that Λ ⊂ V \ E and
u|Λ : Λ → Rn is injective if n ≥ 5, and a map r : E ∪Λ → N = {1, 2, . . .}, then there
is an immersion ũ as above such that |ũ− u| < ε on V and ũ− u vanishes to order
r(p) at each point p ∈ E ∪ Λ.

This result may be upgraded to include Mergelyan approximation on admissible
sets, as opposed to mere Runge approximation (cf. Theorem 7.1), and control on
the flux as in [8, Theorem 6.1]. Nevertheless, the latter is well understood and we
do not repeat it here. The main improvements of Theorem 1.1 with respect to the
result by Alarcón and López in [8] are that we can ensure the conformal minimal
immersion ũ : M \E → Rn to be proper (instead of just complete), and in addition
an embedding if n ≥ 5. Concerning the latter, Theorem 1.1 gives the first general
existence result for embedded minimal surfaces in R5 with complete ends of finite
total curvature; see (ii) in the following immediate corollary.

Corollary 1.2. If M is an open Riemann surface and E ⊂ M is a closed discrete
subset, then the following hold.

(i) There is a proper full conformal minimal immersion u : M \E → R3 such that
every point in E is an embedded end of finite total curvature of u.

(ii) There is a proper full conformal minimal embedding u : M \ E → Rn (n ≥ 5)
such that every point in E is an end of finite total curvature of u.
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Recall that, by a result of Jorge and Meeks [21], a complete minimal end of finite
total curvature u : D∗ → R3 is embedded (on a neighbourhood of 0) if and only if
∂u has a pole at 0 of order 2. The special cases of the corollary when E = ∅ were
established in [9] and [5], respectively. Delving into the direction of statement (ii),
we record the following corollary to the effect that complete minimal ends of finite
total curvature in Rn, n ≥ 5, are generically embedded.

Corollary 1.3. Let K be a smoothly bounded compact domain in an open Riemann
surface, ∅ ̸= E ⊂ K̊ be a finite set, and u : K \ E → Rn, n ≥ 5, be a complete
conformal minimal immersion of finite total curvature. Then for any ε > 0 and
any r ∈ N there is a complete conformal minimal embedding of finite total curvature
ũ : K \ E → Rn such that ũ − u is continuous on K, |ũ − u| < ε on K and ũ − u
vanishes to order r at every point in E.

We emphasize that the approximation in the corollary is uniform everywhere on
K \ E. If the map u|Λ given in Theorem 1.1 is not injective, then the statement
remains to hold except that ũ cannot be chosen injective. Likewise, if u : V \E → Rn

is not proper, then the statement holds except that ũ cannot be a proper map. In
this case we may choose ũ : M \ E → Rn to be an almost proper map, hence
a complete immersion.1 Almost proper maps are in some sense the best class of
maps M → Rn that can hit an arbitrary countable set in Rn. Thus, we obtain the
following result.

Corollary 1.4. Let M be an open Riemann surface and ∅ ̸= E ⊂ M be a closed
discrete subset. For any integer n ≥ 3 and any countable set C ⊂ Rn there is an
almost proper (hence complete) conformal minimal immersion u : M \E → Rn such
that every point in E is an end of finite total curvature of u and C ⊂ u(M \ E);
in particular, there is such an immersion u whose image is everywhere dense:
u(M \ E) = Rn. Furthermore, if n ≥ 5, then there is an immersion u with these
properties which is in addition injective.

Corollary 1.4 is new even in case E = ∅. Several existence results for complete
densely immersed minimal surfaces in Rn with arbitrary complex structure were
provided by Alarcón and Castro-Infantes in [2, 3].

By a theorem of Huber [20] (see also Chern-Osserman [13]), if R is a Riemann
surface, possibly with nonempty boundary bR ⊂ R, and there is a complete
conformal minimal immersion R → Rn of finite total curvature, then R is of finite
conformal type, meaning that R is conformally equivalent to a Riemann surface of

the form R̂ \ X, where R̂ is a compact Riemann surface, possibly with nonempty

compact boundary bR̂ ⊂ R̂, and X ⊂ R̂ \ bR̂ is finite. If M is an open Riemann
surface, then a complete conformal minimal immersion u : M → Rn is of weak finite
total curvature, according to López [22, 23], if the restriction u|R : R → Rn is of finite
total curvature for every region R ⊂ M of finite conformal type.2 Note that if M is
of finite topology, then u is of weak finite total curvature if and only if it is of finite

1A map f : X → Y between topological spaces is almost proper if the connected components of

f−1(K) are all compact for every compact set K ⊂ Y . If M is a smooth surface, then every almost

proper immersion M → Rn is complete by completeness of Rn.
2A connected subset R ⊂ M of a topological surface M is a region if it is closed and, endowed

with the induced topology, a topological surface with possibly nonempty boundary bR ⊂ R.
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total curvature, and in this case M is a compact Riemann surface with finitely many
punctures. By the aforementioned theorem of Huber, if an open Riemann surface
M admits a complete conformal minimal immersion M → Rn of weak finite total
curvature, then every region R ⊂ M with compact boundary and finite topology
must be of finite conformal type. Theorem 1.1 implies that the converse statement
also holds; this is (iii)⇒(ii) in the following characterization result.

Corollary 1.5. Let M be an open Riemann surface and n ≥ 3 be an integer. Then
the following are equivalent.

(i) There exists a proper full conformal minimal immersion M → Rn of weak
finite total curvature.

(ii) There exists a complete full conformal minimal immersion M → Rn of weak
finite total curvature.

(iii) Every region R ⊂ M with compact boundary and finite topology is of finite
conformal type, that is, every annular end of M is a puncture.

Furthermore, if M is of infinite topology and n ≥ 5, then either of the above
conditions is equivalent to the following.

(iv) There exists a proper full conformal minimal embedding M → Rn of weak
finite total curvature.

Proof. The result is known in the case when M is of finite topology. Indeed,
(i)⇔(ii)⇒(iii) follows from the classical theorems of Huber [20], Chern-Osserman [13]
and Jorge-Meeks [21], while (iii)⇒(ii) is ensured by a recent result of Alarcón and
López [8, Theorem 1.2] (see also Pirola [27] for n = 3).

Now assume that M has infinite topology. The implications (iv)⇒(i) if n ≥ 5
and (i)⇒(ii) are obvious, while (ii)⇒(iii) is again due to Huber [20]. Let us explain
how (iii) implies (iv), if n ≥ 5, and (i). Assuming (iii), M is biholomorphic to
an open Riemann surface of the form M ′ \ E, where M ′ is still an open Riemann
surface (perhaps of finite topology) and E ⊂ M ′ is a (possibly empty) closed discrete
subset, such that every proper region in M ′ \ E with compact boundary and finite
topology is a finitely punctured compact Riemann surface with compact boundary
whose punctures are interior points and belong to E (they are the only ends of the
region). Theorem 1.1 applied to M ′ and E then furnishes us with a proper full
conformal minimal immersion (embedding if n ≥ 5) u : M ′ \ E → Rn such that
every point in E is a complete end of finite total curvature of u. In these conditions,
the restriction of the immersion to any proper region of M ′ \E as above is complete
and of finite total curvature, hence u is of weak finite total curvature. □

It is easily seen that on every open Riemann surface M ′ there is a closed discrete
subset E such that M = M ′ \ E satisfies condition (iii) in Corollary 1.5 and
hence, M is the complex structure of a proper minimal surface in R3 of weak
finite total curvature and of a properly embedded minimal surface in R5 of weak
finite total curvature. There are several restrictions (even topological ones) on an
open Riemann surface M of finite conformal type (thus, conformally equivalent to
a finitely punctured compact Riemann surface with empty boundary) to be the
complex structure of a complete embedded minimal surface of finite total curvature
in R3; see e.g. [19, Sect. 3] or [24, Sect. 5]. It is an open question, likely very
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difficult, whether every such M admits a complete conformal minimal embedding of
finite total curvature into R4 or even into R5.

1.2. The Mittag-Leffler theorem for directed meromorphic curves. A
conformal minimal immersion M → Rn (n ≥ 3) of an open Riemann surface M
is locally on every simply connected domain in M the real part of a holomorphic
null curve into Cn. Recall that a holomorphic immersion F : M → Cn is null if it is
directed by the null quadric

(1.1) A = {z = (z1, . . . , zn) ∈ Cn : z21 + · · ·+ z2n = 0} ⊂ Cn,

meaning that the complex derivative F ′ of F with respect to any local holomorphic
coordinate on M assumes values in A∗ = A\{0}. Equivalently, for any holomorphic
1-form θ vanishing nowhere onM , the range of the holomorphic map dF/θ : M → Cn

lies in A∗. We refer to [6] for background. More generally, assuming that A ⊂ Cn

is a closed irreducible conical complex subvariety of Cn which is smooth away from
0, a holomorphic immersion F : M → Cn is directed by A, or an A-immersion, if
its complex derivative F ′ with respect to any local holomorphic coordinate on M
takes its values in A∗ = A \ {0}. Every such subvariety A is algebraic and is the
common zero set of finitely many homogeneous holomorphic polynomials by Chow’s
theorem, and it turns out that A∗ is the punctured cone on a connected submanifold
Y of CPn−1. That being so, holomorphic null curves are a special type of directed
holomorphic immersions of open Riemann surfaces into Cn. Directed holomorphic
immersions were studied by Alarcón and Forstnerič [4], who proved an Oka principle
with Runge and Mergelyan approximation for holomorphic A-immersions, and that
every holomorphic A-immersion can be approximated uniformly on compact sets
by holomorphic A-embeddings under the assumption that A∗ is an Oka manifold,
which holds if and only if Y is an Oka manifold (see [4, Proposition 4.5], see [16]
for background on Oka theory). Interpolation was added by Alarcón and Castro-
Infantes in [3]; we refer to [17, 12, 7] for further recent results in the subject.

The proof of the Mittag-Leffler theorem for conformal minimal surfaces by Alarcón
and López in [8] uses in a strong way the special geometry of the null quadric, as
well as fairly technical results from the function theory of open Riemann surfaces.
Our approach to the proof of Theorem 1.1 is different, relying mainly on modern
Oka theory. This enables us to establish analogues for the more general family of
directed holomorphic immersions, thereby extending the results from [8] in a different
direction. Given an open Riemann surface M , a closed discrete subset ∅ ̸= E ⊂ M ,
and a cone A as above, we shall say that a holomorphic A-immersion M \ E → Cn

is a meromorphic A-immersion if it extends to M as a meromorphic map with an
effective pole at each point in E. Here is our second main result.

Theorem 1.6. Let A ⊂ Cn (n ≥ 3) be a closed irreducible conical subvariety
which is not contained in any hyperplane, is smooth away from 0, and such that
A∗ = A \ {0} is an Oka manifold. Let M be an open Riemann surface, ∅ ̸= E ⊂ M
be a closed discrete subset, and V ⊂ M be a locally connected smoothly bounded
closed neighbourhood of E all whose connected components are Runge compact sets.
Let F : V \ E → Cn be a holomorphic A-immersion extending meromorphically to
V with an effective pole at each point in E. Then, for any number ε > 0, any closed
discrete subset Λ ⊂ M with Λ ⊂ V \ E, and any map r : E ∪ Λ → N there is a

holomorphic A-immersion F̃ : M \ E → Cn satisfying the following conditions.
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(i) F̃ − F is continuous (hence holomorphic) on V . In particular, F̃ extends
meromorphically to M with an effective pole at each point in E.

(ii) |F̃ − F | < ε everywhere on V .

(iii) F̃ − F vanishes to order r(p) at every point p ∈ E ∪ Λ.

Furthermore, the following hold.

(iv) If the map F |Λ : Λ → Cn is injective, then we can choose F̃ : M \ E → Cn to
be in addition injective.

(v) If A ∩ {z1 = 1} is an Oka manifold and the coordinate projection π1 : A → C
onto the z1-axis admits a local holomorphic section ρ1 near z1 = 0 with

ρ1(0) ̸= 0, then we can choose F̃ : M \ E → Cn to be in addition an almost
proper map, and hence a complete immersion.

(vi) If A ∩ {zi = 1} is an Oka manifold, the coordinate projection πi : A → C onto
the zi-axis admits a local holomorphic section ρi near zi = 0 with ρi(0) ̸= 0 for
every i = 1, . . . , n, and F : V \ E → Cn is a proper map, then we can choose

F̃ : M \ E → Cn to be in addition proper.

The punctured cone A∗ on any connected Oka submanifold Y of CPn−1 satisfies
the assumptions in the theorem, so there are lots of examples of subvarieties
A = A∗ ∪ {0} ⊂ Cn which the result applies to. The extra assumptions on A
in statements (v) and (vi) were already used in [4, Theorems 7.7 and 8.1] (see
also [3, Theorem 1.3]) and are technically required in our proof to ensure the global
properties. This is due to the need of a Mittag-Leffler-type theorem for meromorphic
A-immersions with fixed components, which we establish in Theorem 6.1. We note
that the null quadric A (1.1) directing null curves and minimal surfaces meets all
these requirements (see [4, Example 7.8] or [3, p. 570]).

Finally, let us record the following analogues of Corollaries 1.2, 1.3, and 1.4 for
directed meromorphic curves. In case E = ∅ this follows from the results in [4, 3].

Corollary 1.7. If A and M are as in Theorem 1.6, then the following hold.

(i) If A is as in Theorem 1.6 (vi) and ∅ ̸= E ⊂ M is closed and discrete,
then there is a proper full holomorphic A-embedding M \ E → Cn extending
meromorphically to M with an effective pole at each point in E. (See
Proposition 7.4 for a more precise statement.)

(ii) Let K ⊂ M be a smoothly bounded compact domain, ∅ ̸= E ⊂ K be a finite set,
and F : K\E → Cn be a holomorphic A-immersion extending meromorphically
to K with an effective pole at each point in E. Then, for any ε > 0 and any

r > 0 there is a holomorphic A-embedding F̃ : K \E → Cn such that F̃ − F is

continuous on K, |F̃ − F | < ε on K and F̃ − F vanishes to order r at every

point in E. In particular, F̃ extends meromorphically to M with effective poles
at all points in E.

(iii) For any closed discrete subset ∅ ̸= E ⊂ M there is a holomorphic A-immersion
F : M \ E → Cn extending meromorphically to M with an effective pole at
each point in E, such that F (M \E) is dense in Cn. If in addition A is as in
Theorem 1.6 (v), then F : M \ E → Cn can be chosen to be almost proper.

Organization of the paper. We introduce the notation and the relevant
definitions in Section 2. In Section 3, we obtain a semiglobal Mergelyan-type theorem
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for directed meromorphic immersions with approximation and interpolation (see
Theorem 3.1 and Proposition 3.2). This is our main technical result and the key
tool to be exploited in the rest of the paper. On the other hand, we prove in Section 4
a desingularization or general position lemma for meromorphic A-immersions. By
combining these results in a recursive procedure, we establish Theorem 1.6 (the
Mittag-Leffler theorem for directed meromorphic immersions) in Sections 5 to 7; see
the more precise version in Theorem 7.1. We point out that Theorem 1.1 on minimal
surfaces is granted by a very minor modification of the proof of (the somehow more
general) Theorem 1.6; one just has to choose the directing cone to be the null
quadric in Cn and ignore the imaginary parts of the periods in the construction.
This connection between minimal surfaces and directed immersions is already well
understood (see e.g. [3, Sect. 7]) and we shall not include the details.

2. Notation and preliminaries

We write N = {1, 2, . . .} and Z+ = N∪{0}. Let |·| denote the Euclidean norm in Rn

for n ∈ N. Given a compact topological space K and a continuous map f : K → Rn,
we mean by ∥f∥K the maximum norm of f on K. Given f, g : K → Rn, we say that
f approximates g on K, and write f ≈ g, if ||f − g||K < ε for some ε > 0 which
is sufficiently small according to the argument. Throughout the paper, we assume
that surfaces are connected and n ∈ N, n ≥ 3.

Let A ⊂ Cn be a closed irreducible conical complex subvariety of Cn which is not
contained in any hyperplane and is smooth away from 0.3 We denote by A∗ := A\{0}
the punctured subvariety, assuming that it is smooth and connected.

Definition 2.1. Given an open Riemann surface M and a closed conical complex
subvariety A ⊂ Cn, a holomorphic map F : M → Cn is an A-immersion if its
complex derivative F ′ on M with respect to any local holomorphic coordinate on
M assumes values in A∗ = A \ {0} (see [4, Definition 2.1]). Given a closed discrete
subset E ⊂ M , by a meromorphic A-immersionM \E → Cn we mean a holomorphic
A-immersion M \ E → Cn extending to M as a meromorphic map with effective
poles at all points in E. We denote by

IA(M |E)

the space of all meromorphic A-immersions M \E → Cn. An injective meromorphic
(or holomorphic) A-immersion is said to be a meromorphic (or holomorphic) A-
embedding.

Definition 2.1 extends to the case when M is a compact bordered Riemann surface
with smooth boundary bM ⊂ M , E ⊂ M̊ = M \ bM is a finite set, and the map

F : M \ E → Cn is continuously differentiable on M \ E and meromorphic in M̊ .

Let F = (F1, . . . , Fn) : M → Cn be a meromorphic map which is holomorphic
on M \ E and has effective poles at all points in E. Fix a nowhere vanishing
holomorphic 1-form θ on M (see [18]) and write dFj = fjθ, j = 1, . . . , n. Then the
map F is a meromorphic A-immersion M \ E → Cn if and only if its derivative
f = dF/θ = (dF1/θ, . . . , dFn/θ) : M \ E → Cn has the range in A∗. On the other
hand, given a meromorphic map f = (f1, . . . , fn) : M → A∗ with effective poles in E,

3A complex subvariety A ⊂ Cn is conical if λA = A for all λ ∈ C \ {0}.
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the vectorial 1-form fθ = (f1θ, . . . , fnθ) integrates to a meromorphic A-immersion
F : M → Cn in IA(M |E) if and only if fθ is holomorphic and exact on M \E. The
corresponding meromorphic A-immersion is then obtained by

F (p) = F (p0) +

∫ p

p0

fθ, p ∈ M,

where p0 ∈ M \ E and F (p0) ∈ Cn are arbitrary initial point and condition.

Definition 2.2. Let A be as in Definition 2.1, M be either an open Riemann surface
or a compact bordered Riemann surface, and θ be a nowhere vanishing holomorphic
1-form on M . A holomorphic A-immersion F : M → Cn is full if the C-linear span of
the tangent spaces Tf(x)A, x ∈ M , equals Cn. (Here, dF = fθ.) Full meromorphic
A-immersions are defined analogously.

Given complex manifolds X, Y and a subset M ⊂ X, we denote by C 0(M,Y ) the
space of continuous maps M → Y , and by O(M,Y ) the space of holomorphic maps
from some neighbourhood of M in X to Y . If X is a Riemann surface, Y ⊂ Cn is a
submanifold and E ⊂ M̊ is a finite subset, then

(2.1) O∞(M |E, Y )

denotes the space of meromorphic maps from some neighbourhood of M in X to
Y with effective poles exactly at points in E. If we do not specify the polar set of
meromorphic maps in the latter space, we shall write O∞(M,Y ) instead. Moreover,

given a closed subset K ⊂ X, we denote by A (K,Y ) = C 0(K,Y ) ∩ O(K̊, Y ) the

space of all continuous maps K → Y which are holomorphic in the interior K̊ ⊂ K
of K. Similarly, for a finite subset E ⊂ K̊,

(2.2) A∞(K|E, Y )

denotes the space of meromorphic maps K̊ → Y with effective poles exactly at
points in E that are continuous on K \ E. When Y = C, we shall omit writing
the latter in the corresponding spaces of functions, so we have the spaces C 0(M),
O(M), O∞(M |E), A (K) and A∞(K|E).

Let now X be a set. Then

Div(X) =
{ n∏

i=1

psii : pi ∈ X, si ∈ Z, n ∈ N
}

denotes the free commutative group of finite divisors of the set X. (Note that we use
multiplicative notation.) Given two divisors D1, D2 ∈ Div(X), we write D1 ≥ D2

whenever the divisor D1D
−1
2 is of the form D1D

−1
2 =

∏n
i=1 p

si
i with pi ∈ X, si ≥ 0,

n ∈ N. In such case, we say that D1D
−1
2 = D is an effective divisor. Moreover, the

set supp(D) = {pi : si ̸= 0} is called the support of D =
∏n

i=1 p
si
i ∈ Div(X).

Assume that M is a Riemann surface, K ⊂ M is a compact subset and
f ∈ O∞(K), f ̸≡ 0, is a meromorphic function on a neighbourhood of K. Then
(f) ∈ Div(K) denotes the divisor of f in K, that is, the quotient of zeros of f
by poles of f (counted with multiplicities). Furthermore, given an effective divisor

D ∈ Div(K̊) we write

OD(K) := {f ∈ O(K) : (f) ≥ D}, AD(K) := A (K) ∩ OD(K
′),(2.3)

where K ′ ⊂ K̊ is any compact neighbourhood of supp(D).
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Definition 2.3. (See [6, Definition 1.12.9].) Given an open Riemann surface M ,
an admissible set in M is a compact set S = K ∪ Γ, where K is a finite (or
possibly empty) union of pairwise disjoint compact domains with piecewise smooth

boundaries in M and Γ = S \K is a finite (or possibly empty) union of pairwise
disjoint smooth Jordan arcs and closed Jordan curves intersecting K only at their
endpoints (or not at all) and such that their intersections with the boundary bK of
K are transverse.

Remark 2.4. If M is an open Riemann surface and E ⊂ S̊ = K̊ is a finite
subset of an admissible set S = K ∪ Γ ⊂ M , then the notion of a meromorphic
A-immersion (see Definition 2.1) extends to maps F : S \E → Cn of class C 1(S \E)

that satisfy F |S̊\E ∈ IA(S̊|E) and the complex derivative F ′|Γ with respect to

any local holomorphic coordinate on Γ assumes values in A∗. As before, we write
F ∈ IA(S|E).

Definition 2.5. Let S = K ∪ Γ ⊂ M be a connected admissible set and Q ⊂ S be
a finite set. A skeleton of S based at Q is a finite collection {Cj : j = 1, . . . , l} of
smooth oriented Jordan arcs in S such that the following hold.

(S1) C =
⋃l

j=1Cj is Runge on a neighbourhood of S and a strong deformation
retract of S.

(S2) If i, j ∈ {1, . . . , l}, i ̸= j, and Ci ∩Cj ̸= ∅, then Ci ∩Cj = {pi,j} where pij is a
common endpoint of Ci and Cj .

(S3) Every point in Q is an endpoint of an arc in {Cj : j = 1, . . . , l}.

Given a connected admissible set S, one can always find skeletons of S based at
any finite set Q ⊂ S as in the definition. For a detailed construction of a family of
such curves we refer to the proof of [6, Proposition 3.3.2]. We emphasize that by
property (S1), C is Runge in M whenever S is so. Recall that a compact set K in
a Riemann surface M is holomorphically convex or a Runge set in M if and only if
K has no holes in M (see [6, Lemma 1.12.3]).

Let M be an open Riemann surface, S ⊂ M be a connected Runge admissible
set, and E ⊂ S̊, Λ ⊂ S be disjoint finite subsets. Also let A ⊂ Cn be a closed
irreducible conical complex subvariety and θ be a nowhere vanishing holomorphic
1-form on M . Assume that C = {C1, . . . , Cl} is a skeleton of S based at E ∪Λ and

set C =
⋃l

j=1Cj (see Definition 2.5). For any map f ∈ C 0(C \E,A∗) we define the
family of maps

(2.4) C 0(C, f) :=
{
h ∈ C 0(C \ E,A∗) : h− f ∈ C 0(C,Cn)

}
and the period map

P = (P1, . . . ,Pl) : C 0(C, f) −→ (Cn)l

P(h) :=

(∫
Cj

(h− f)θ

)
j=1,...,l

, h ∈ C 0(C, f).(2.5)

Recall that a complex manifold X is called an Oka manifold if every holomorphic
map K → X from a neighbourhood of a compact convex set K ⊂ Cn can be
approximated uniformly on K by entire maps Cn → X. (See [16, Definition 5.4.1].)
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3. The Mergelyan theorem for meromorphic A-immersions

In this section we establish Mergelyan and semiglobal approximation results for
meromorphic A-immersions; see Theorem 3.1 and Proposition 3.2. The former,
which is used to prove the latter under extra assumptions, can be seen as our main
new technical tool.

Theorem 3.1. Let M be an open Riemann surface, S = K ∪ Γ be an admissible
set in M , and E ⊂ S̊, Λ ⊂ S be disjoint finite subsets. Let A ⊂ Cn (n ≥ 3) be a
closed irreducible conical subvariety which is not contained in any hyperplane and is
smooth away from 0, and let F ∈ IA(S|E). Then, for any ε > 0 and any r ∈ Z+

there exist an open neighbourhood S̃ ⊂ M of S and a full meromorphic A-immersion

G ∈ IA(S̃|E) such that the following are satisfied.

(i) G − F is continuous on S, vanishes on Λ \ S̊ and vanishes to order r on

E ∪ (Λ ∩ S̊).
(ii) ||G− F ||S < ε.

Recall the notation IA(S|E) in Remark 2.4 and Definition 2.1. The following
result extends [4, Theorem 7.2] to the meromorphic framework.

Proposition 3.2. Let M , S, E, Λ and A ⊂ Cn (n ≥ 3) be as in Theorem 3.1 and
assume that S is Runge in M and A∗ is an Oka manifold. Let r ∈ Z+ and ε > 0.
Given a meromorphic A-immersion F ∈ IA(S|E), there exists a full meromorphic
A-immersion G ∈ IA(M |E) satisfying the following conditions.

(i) The difference G − F extends continuously to S, vanishes on Λ \ S̊ and

vanishes to order r on E ∪ (Λ ∩ S̊).
(ii) ||G− F ||S < ε.

We begin with preparations for the proof of Theorem 3.1. Here is the key step.

Lemma 3.3. Let M , S, E, Λ and A be as in Theorem 3.1 and assume that
S is connected. Let C = {C1, . . . , Cl} be a skeleton of S based at E ∪ Λ (see
Definition 2.5). Then for any ε > 0, any r ∈ Z+ and any f ∈ A∞(S|E,A∗) (2.2)

there exist an open neighbourhood S̃ ⊂ M of S and a full map f̃ ∈ O∞(S̃|E,A∗) (2.1)
such that:

(i) f̃ − f is continuous on S and ||f̃ − f ||S < ε.

(ii) P(f̃) = 0, where P is the period map (2.5) associated to C , f and a given
nowhere vanishing holomorphic 1-form θ on M .

(iii) f̃ and f agree to order r on E ∪ (Λ ∩ S̊).

Proof. We proceed in two steps. Firstly, we approximate and interpolate f by a full
map f̂ ∈ A∞(S|E,A∗) with P(f̂) = 0. Secondly, we find a period dominating spray

of maps in A∞(S|E,A∗) with core f̂ and then approximate and interpolate it by a

spray in S̃. A suitable parameter value will then furnish a map f̃ ∈ O∞(S̃|E,A∗)
satisfying the conclusion of the lemma.

Step 1: Approximation and interpolation by a full map. We say that a map
h ∈ A∞(S|E,A∗) is full if it is full on every relatively open subset X of S \ E,
meaning that the C-linear span of the tangent spaces Th(x)A, x ∈ X, equals Cn. We
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shall explain the argument in the case when S = K is a connected compact domain
(hence Γ = ∅). For a general admissible set of the form S = K ∪ Γ we repeat the
argument on every connected component of K, however, on each arc in Γ, a suitable
small continuous deformation of f provides fullness on Γ while preserving the other
conditions; see [4, Lemma 7.3].

Assume that the map f ∈ A∞(K|E,A∗) is not full; otherwise skip the first
step. Denote by Σ(f) the C-linear subspace of Cn spanned by all tangent spaces
TzA, z ∈ f(K \ E). Since f is not full, Σ(f) is a proper subspace of Cn.

Claim 3.4. There is a full map f̂ : K \ E → A∗ of class A∞(K|E,A∗), such that

f̂ − f is continuous on K, vanishes to order r on E ∪ (Λ ∩ K̊), f̂ is as close as

desired to f on K, and P(f̂) = 0.

Proof. Choose points x1, . . . , xk ∈ K \ (E ∪Λ) such that Tf(xj)A, j = 1, . . . , k, span

Σ(f). Set A′ := {0} ∪ {z ∈ A∗ : TzA ⊂ Σ(f)}. Choose a holomorphic vector field V
on A tangential to A such that it vanishes at 0 and is not everywhere tangential to A′

along f(K \E). Let C ∋ t 7→ ϕ(t, z) ∈ A be the flow of V for small values of |t| and
ϕ(0, z) = z ∈ A. Fix a nonconstant function h ∈ O(K) with h(xj) = 0, j = 1, . . . , k,
and vanishing to order r at all points in E ∪ Λ. For any function g on a small
neighbourhood of the constant zero-function in A (K), define Φ(g) ∈ A∞ (K|E,A∗)
by

Φ(g)(p) := ϕ (g(p)h(p), f(p)) , p ∈ K \ E,

and note that Φ(g) ∈ C 0(C, f), where C =
⋃l

j=1Cj ; see (2.4). Consider the map

g 7−→ P (Φ(g)) ∈ (Cn)l,

where P is the period map in Lemma 3.3 (ii). We have P(Φ(0)) = P(ϕ(0, f)) =
P(f) = 0 and since the vector space A (K) is of infinite dimension, there exists
a nonconstant function g ∈ A (K) close to the zero-function on K, satisfying

P(Φ(g)) = 0. It follows that the map f̂ := Φ(g) : K \E → A∗ lies in A∞(K|E,A∗)

and satisfies the requirements in Claim 3.4 except that f̂ may fail to be full. Indeed,
note first that if p ∈ E ∪ Λ, then (f̂ − f)(p) = Φ(g)(p)− f(p) = ϕ(0, f(p))− f(p) =
f(p) − f(p) = 0 (to the correct order, as h vanishes to order r at p), and
approximation on K follows by construction.

Let us check that dimΣ(f̂) > dimΣ(f), where Σ(f̂) denotes the C-linear subspace
of Cn spanned by all tangent spaces TzA with z ∈ f̂(K \ E). Firstly, observe that

Σ(f) ⊂ Σ(f̂). Indeed, since h(xj) = 0, j = 1, . . . , k, the inclusion follows from the

equality f̂(xj) = Φ(g)(xj) = ϕ(g(xj)h(xj), f(xj)) = ϕ(0, f(xj)) = f(xj). Moreover,
g is nonconstant onK (hence so is gh) and V is not everywhere tangential to A′ along
f(K \E), which implies that there exists a point x0 ∈ K \(E∪Λ∪{x1, . . . , xk}) such
that f̂(x0) ∈ A \A′. Therefore, Tf̂(x0)

A ⊂ Σ(f̂) \Σ(f) and dimΣ(f̂) > dimΣ(f), as

claimed. Finally, a finite recursive application of this argument enables us to assume
that dimΣ(f̂) = n, thereby concluding that f̂ is full. □

Step 2: Approximation and interpolation by maps in O∞(S̃|E,A∗). By the
previous step, we may assume that f is full on S. Choose a function g ∈ O(M) with

(3.1) (g) =
∏
p∈E

po(p),
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where o(p) = max{Ordp(fi) : i = 1, . . . , n} and Ordp(fi) denotes the order of fi at
the pole p. Define

(3.2) f̃0 := fg.

Since f ∈ A∞(S|E,A∗), we have by (3.1) that f̃0 ∈ A (S,A∗). Choose holomorphic
vector fields V1, . . . , VN on Cn (N ∈ N) that are tangential to A along A, vanish at
0 ∈ A and such that span{V1(z), . . . , VN (z)} = TzA for each z ∈ A∗. Let ϕi

t denote
the flow of Vi for small t ∈ C and all i = 1, . . . , N . Recall that l is the number of
arcs in the skeleton C = {C1, . . . , Cl} in the statement of the lemma.

Claim 3.5. There exist an open neighbourhood U of 0 ∈ CNl and a map Φ̃f̃0
∈

A (U × S,A∗) such that the map

U × (S \ E) ∋ (ζ, p) 7−→ Φ̃f̃0
(ζ, p)/g(p) ∈ A∗

is continuous, holomorphic on U × (S̊ \ E) and satisfies Φ̃f̃0
(0, ·)/g = f̃0/g = f .

Moreover, Φ̃f̃0
(ζ, ·)/g is meromorphic on S̊, the difference Φ̃f̃0

(ζ, ·)/g − f extends

continuously to S, hence Φ̃f̃0
(ζ, ·)/g ∈ C 0(C, f) (2.4), Φ̃f̃0

(ζ, ·)/g − f vanishes

to order r on E ∪ (Λ ∩ S̊) for each parameter ζ ∈ U , and the period map

U ∋ ζ 7→ P(Φ̃f̃0
(ζ, ·)/g) ∈ Cnl (2.5) has maximal rank equal to nl at ζ = 0.

Proof. Let γj ⊂ C̊j , j = 1, . . . , l, be Jordan arcs. Since f is full on S, the same

holds for f̃0 (3.2), implying that the tangent spaces Tf̃0(x)
A, x ∈ S, span Cn, which

is also true on the arcs γj , j = 1, . . . , l. Thus, there exist pairwise distinct points
p1,j , . . . , pN,j ∈ γj such that

span
{
V1(f̃0(p1,j)), . . . , VN (f̃0(pN,j))

}
= Cn, j = 1, . . . , l.(3.3)

Choose functions f̃1,j , . . . , f̃N,j ∈ C 0(C,C) with pairwise disjoint supports such that

pi,j is an interior point of supp(f̃i,j) ⊂ γj and∫
Cj

f̃i,j
g

· (Vi ◦ f̃0)θ ≈ Vi(f̃0(pi,j)), i = 1, . . . , N ;(3.4)

see (3.1). Set F̃ = (f̃1,j , . . . , f̃N,j)j=1,...,l ∈ C 0(C, (CN )l) and let W be an open

neighbourhood of 0 ∈ (CN )l so small that the map Φ
F̃
: W × C ×A∗ → A∗,

Φ
F̃
(ζ, p, z) :=

(
ϕ1
ζ1,1f̃1,1(p)

◦ · · · ◦ ϕN
ζN,1f̃N,1(p)

◦ · · ·

· · · ◦ϕ1
ζ1,lf̃1,l(p)

◦ · · · ◦ ϕN
ζN,lf̃N,l(p)

)
(z),

is well defined, where ζ = ((ζi,j)i=1,...,N )j=1,...,l ∈ W . Also, define the map

Φ
F̃ ,f̃0

: W × C → A∗ by

Φ
F̃ ,f̃0

(ζ, p) := Φ
F̃

(
ζ, p, f̃0(p)

)
,

that is, a spray of continuous maps with core

(3.5) Φ
F̃ ,f̃0

(0, ·) = f̃0.

Observe that Φ
F̃ ,f̃0

(ζ, ·)/g ∈ C 0(C \ E,A∗) and Φ
F̃ ,f̃0

(ζ, ·)/g = f̃0/g = f on

C \
⋃

i,j supp(f̃i,j), hence Φ
F̃ ,f̃0

(ζ, ·)/g − f = 0 on a neighbourhood of E ∪ Λ in
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C. Consequently, Φ
F̃ ,f̃0

(ζ, ·)/g ∈ C 0(C, f), ζ ∈ W ; see (2.4). We are therefore

entitled to define the period map Q = (Q1, . . . ,Ql) : W → (Cn)l by

(3.6) Q(ζ) = P
(
Φ
F̃ ,f̃0

(ζ, ·)/g
)
, ζ ∈ W ;

see (2.5). Then, for each pair of indices i ∈ {1, . . . , N} and j ∈ {1, . . . , l}, we have

(3.7)
∂Qk

∂ζi,j

∣∣∣
ζ=0

= 0 for k ∈ {1, . . . , l}, k ̸= j,

since supp(f̃i,j) ⊂ γj ⊂ C̊j , while

(3.8)
∂Qj

∂ζi,j

∣∣∣
ζ=0

=

∫
Cj

f̃i,j
g

· (Vi ◦ f̃0)θ
(3.4)
≈ Vi(f̃0(pi,j)).

The matrix
((

∂Q
∂ζi,j

∣∣
ζ=0

)
i=1,...,N

)
j=1,...,l

has block structure with l× l blocks, each of

them being of size N×n, and by (3.7), these blocks are nonzero only on the diagonal.
Therefore, assuming that the approximation in (3.4) is close enough, (3.3), (3.4)
and (3.8) guarantee that

rank

(( ∂Q

∂ζi,j

∣∣∣
ζ=0

)
i=1,...,N

)
j=1,...,l

=
l∑

j=1

rank
(∂Qj

∂ζi,j

∣∣∣
ζ=0

)
i=1,...,N

= nl.

Thus, the implicit function theorem gives a closed ball U ′ ⊂ W ⊂ (CN )l around
0 ∈ (CN )l such that

(3.9) Q : U ′ → Q(U ′) is a holomorphic submersion and Q(0) = 0.

The latter follows from (3.2), (3.5), (3.6) and (2.5). Choose U ′ so small that

Φ
F̃ ,f̃0

(ζ, ·) ≈ f̃0 for all ζ ∈ U ′.

To finish, we shall approximate Φ
F̃ ,f̃0

by a map that satisfies the claim. For this,

choose an integer

(3.10) r0 ≥ r +
∑
p∈E

n∑
i=1

Ordp(fi).

Using the Mergelyan theorem, we approximate each f̃i,j ∈ C 0(C,C) uniformly on C
by a function hi,j ∈ O(S) with

(3.11) (hi,j) ≥ D1 =
∏

p∈E∪Λ
pr0+1,

which is possible since f̃i,j = 0 on a neighbourhood of E ∪ Λ and C is Runge in

a neighbourhood of S. Set H = (h1,j , . . . , hN,j)j=1,...,l ∈
(
OD1(S)

N
)l
; see (2.3).

Choose an open neighbourhood U of the origin, 0 ∈ U ⊂ U ′ ⊂ (CN )l and consider
the map ΦH,f̃0

: U × S → A∗ given by

ΦH,f̃0
(ζ, p) :=

(
ϕ1
ζ1,1h1,1(p)

◦ · · · ◦ ϕN
ζN,1hN,1(p)

◦ · · ·

· · · ◦ ϕ1
ζ1,lh1,l(p)

◦ · · · ◦ ϕN
ζN,lhN,l(p)

) (
f̃0(p)

)
,

which is a spray of class A (U ×S,A∗) with core ΦH,f̃0
(0, ·) = f̃0. It is clear that the

map ΦH,f̃0
(ζ, ·)/g lies in A∞(S|E,A∗) for all ζ ∈ U and ΦH,f̃0

(0, ·)/g = f̃0/g = f .
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Letting D2 :=
∏

p∈E∪Λ pr, it follows that ΦH,f̃0
(ζ, ·)/g − f ∈ AD2(S)

n for all ζ ∈ U

(see (2.3), (3.11)), so, in particular, ΦH,f̃0
(ζ, ·)/g ∈ C 0(C, f); see (2.4). This implies

that the map

(3.12) Q̃(ζ) := P
(
ΦH,f̃0

(ζ, ·)/g
)
, ζ ∈ U,

is well-defined with Q̃(0) = P(f) = 0. Assuming that each function hi,j is

sufficiently close to f̃i,j on C, and provided that U is small enough, we have that

the period map Q̃ : U → Cnl (3.12) has maximal rank at ζ = 0 by (3.9). It is now

clear that Φ̃f̃0
= ΦH,f̃0

satisfies the conclusion of the claim. □

We now continue the proof of Lemma 3.3 by proceeding with Step 2. We let

S̃ be an open neighbourhood of S in M where the functions hi,j in (3.11) are

holomorphic and, by the standard Mergelyan theorem, approximate f̃0 ∈ A (S,A∗)

in (3.2) uniformly on S by a function h0 ∈ O(S̃, A∗) which agrees with f̃0 to order

r0 + 1 on (E ∪ Λ) ∩ S̊; see (3.10). Define ΦH,h0 : U × S̃ → A∗ by

(3.13) ΦH,h0(ζ, p) :=
(
ϕ1
ζ1,1h1,1(p)

◦ · · · ◦ ϕN
ζN,1hN,1(p)

◦ · · ·

· · · ◦ ϕ1
ζ1,lh1,l(p)

◦ · · · ◦ ϕN
ζN,lhN,l(p)

)
(h0(p)) .

Note that ΦH,h0(0, ·) = h0, the map ΦH,h0(ζ, ·) is holomorphic on S̃ for each
ζ ∈ U , ΦH,h0 ≈ ΦH,f̃0

uniformly on U × S, and ΦH,h0 agrees with ΦH,f̃0
to

order r0 + 1 on U × ((E ∪ Λ) ∩ S̊). Moreover, ΦH,h0(ζ, ·)/g ∈ O∞(S̃|E,A∗) and
ΦH,h0(ζ, ·)/g − f ∈ AD2(S)

n. In particular, ΦH,h0(ζ, ·)/g ∈ C 0(C, f), which enables

us to consider the period map R : U → Cnl given by

R(ζ) := P (ΦH,h0(ζ, ·)/g) .

If the approximation of f0 by h0 is sufficiently close on S, then R(ζ) =

P(ΦH,h0(ζ, ·)/g) ≈ P(ΦH,f̃0
(ζ, ·)/g) = Q̃(ζ) for each ζ ∈ U , implying that R

is submersive at 0 ∈ CNl and 0 ∈ Cnl lies in the range of R by the implicit function
theorem. Thus, there exists a parameter ζ0 ∈ U close to 0 such that R(ζ0) = 0.

Defining f̃ := ΦH,h0(ζ0, ·)/g ∈ O∞(S̃|E,A∗), it satisfies the following properties.

• f̃ − f ∈ AD2(S)
n and it is continuous on S. This implies condition (iii) and

the first part of (i) in the statement of the lemma.

• P(f̃) = R(ζ0) = 0, and hence (f̃ − f)θ is exact on S; see (2.5) and recall
that C is a strong deformation retract of S. This shows (ii).

• f̃ = ΦH,h0(ζ0, ·)/g ≈ ΦH,f̃0
(ζ0, ·)/g ≈ f0/g = f on S, proving (i).

This concludes Step 2 and completes the proof of the lemma. □

Proof of Theorem 3.1. Assume that the admissible set S is connected; if not, apply
the same argument on each of its connected components. Moreover, assume that
K ̸= ∅; otherwise S = Γ and F : S → Cn is an A-immersion of class C 1(S) as in [4,
Sect. 7], hence [4, Theorem 7.2 (a)] solves the problem except for the interpolation,
which is achieved as in what follows. Fix a nowhere vanishing holomorphic 1-form θ
onM and write dF = fθ. Pick a point p0 ∈ S̊\(E∪Λ) ⊂ K̊ and let C = {C1, . . . , Cl}
be a skeleton of S based at E ∪ Λ ∪ {p0} (see Definition 2.5). By Lemma 3.3, we
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may approximate f uniformly on S by a full meromorphic map f̃ ∈ A∞(S̃|E,A∗)

defined on a neighbourhood S̃ of S such that S is a strong deformation retract of

S̃, f̃ agrees with f to order r on E ∪ (Λ∩ S̊), and P(f̃) = 0, where P is the period

map (2.5) associated to C , f and θ. In particular, f̃ θ is exact on S̃; indeed, fθ = dF

and (f̃ − f)θ are exact on C =
⋃l

i=1Ci, and C is a strong deformation retract of S,

hence of S̃ (see the last part in the proof of Lemma 3.3). Therefore, the formula

G(p) := F (p0) +

∫ p

p0

f̃ θ, p ∈ S̃ \ E,

defines a full meromorphic A-immersion on S̃ arbitrarily close to F on S, and such
that the difference G−F is continuous on S, vanishes at all points in Λ and vanishes
to order r+ 1 on E ∪ (Λ∩ S̊); take into account that C is based at E ∪Λ∪ {p0}, C
is connected and P(f̃) = 0. We conclude that G satisfies the theorem. □

Remark 3.6. If in Theorem 3.1 we additionally assume that A∗ = A \ {0} is an
Oka manifold, S is connected and the inclusion S ↪→ M induces an isomorphism
H1(S,Z) → H1(M,Z) of the homology groups, then there is a full meromorphic
A-immersion G ∈ IA(M |E) satisfying (i) and (ii) in the statement of Theorem 3.1.
Indeed, for this we adapt the proof of Lemma 3.3 as follows. Firstly, using Oka
approximation [16, Theorem 5.4.4] (see also [6, Theorem 1.13.3]), we approximate

the map f̃0 ∈ A (S,A∗) in (3.2) uniformly on S by h0 ∈ O(M,A∗) such that h0 − f̃0
vanishes to order r0 + 1 on E ∪ (Λ∩ S̊). Secondly, by the Mergelyan approximation
theorem on admissible sets [15, Theorem 16] (see also [6, Theorem 1.12.11]), we

approximate each hi,j ∈ O(S) in (3.11) uniformly on S by ĥi,j ∈ O(M) such that

ĥi,j − hi,j vanishes to order r0 + 1 on E ∪ (Λ ∩ S̊). Write Ĥ = (ĥi,j)i,j . The

map Φ
Ĥ,h0

: U × M → A∗, defined as (3.13) but using h0 and ĥi,j from above,

satisfies Φ
Ĥ,h0

(0, ·) = h0, ΦĤ,h0
≈ ΦH,f̃0

uniformly on U × S, and their difference

vanishes to order r0 + 1 on U × (E ∪ (Λ ∩ S̊)). By the same argument as before,
provided that all approximations are sufficiently close, the implicit function theorem
furnishes us with a parameter ζ0 ∈ U close to the origin, such that the full map
f̃ := Φ

Ĥ,h0
(ζ0, ·)/g ∈ O∞(M |E,A∗) satisfies P(f̃) = P(f) = 0, f̃ ≈ f on S, and

the difference f̃ − f vanishes to order r on E ∪ (Λ ∩ S̊). The immersion G is then
obtained as in the proof of Theorem 3.1.

Proof of Proposition 3.2. Let F be as in the statement. Set ε0 := ε/2 and
fix a nowhere vanishing holomorphic 1-form θ on M . Remark 3.6 provides a
neighbourhood U ⊂ M of S with H1(S,Z)

∼
= H1(U,Z), and a full meromorphic

A-immersion F 0 ∈ IA(U |E) such that F 0−F is continuous on S, vanishes on Λ\ S̊,
vanishes to order r on E ∪ (Λ ∩ S̊) and ||F 0 − F ||S < ε0.

Choose a strongly subharmonic Morse exhaustion function τ : M → R with
S ⊂ {τ < 0} ⊂ {τ ≤ 0} ⊂ U ; see e.g. [6, Proposition 1.12.5]. We may assume that
0 is a regular value of τ and that every level set {τ = c}, c > 0, contains at most
one critical point of τ . Choose a strictly increasing sequence 0 = c0 < c1 < c2 < . . .
with limj→∞ cj = +∞ and such that for every j ∈ Z+, cj is a regular value of τ ,
and the set Aj = {cj−1 < τ < cj} (j ∈ N) contains at most one critical point of
τ . Set Mj = {τ ≤ cj}, j ∈ Z+. We shall inductively construct a sequence of full



16 Antonio Alarcón and Tjaša Vrhovnik

meromorphic A-immersions {F j : Mj\E → Cn}j , F j ∈ IA(Mj |E), and a decreasing
sequence of positive numbers {εj}j , satisfying the following conditions for all j ∈ N.

(1j) F j − F j−1 is continuous on Mj−1 and ||F j − F j−1||Mj−1 < εj−1.

(2j) F j − F is continuous on Mj , vanishes on Λ \ S̊ and vanishes to order r on

E ∪ (Λ ∩ S̊).
(3j) 0 < εj < εj−1/2, and if G : M \E → Cn is holomorphic with ||G−F j ||Mj\E <

εj−1, then G|Mj−1\E : Mj−1 \ E → Cn is an immersion.

If such sequences exist, then the sequence {F j}j converges uniformly on compact
sets to the limit map G := limj→∞ F j : M \ E → Cn, which is a full meromorphic
A-immersion of class IA(M |E), the difference G − F extends continuously to S,

vanishes on Λ \ S̊ and vanishes to order r on E ∪ (Λ ∩ S̊), and ||G − F ||S < ε. So,
G satisfies the conclusion of the theorem.

We now explain the induction. The base of induction is provided by the already
chosen F 0 : U \ E → Cn and ε0. Assume that for some fixed integer j ∈ N we
have already found maps F i and numbers εi meeting the above conditions for all
i ∈ {0, 1, . . . , j − 1}. To construct F j , we consider the following two cases.

Case 1: The domain Aj = {cj−1 < τ < cj} does not contain any critical point of τ .
In this situation, Remark 3.6 gives a full meromorphic A-immersion F j : Mj\E → Cn

satisfying properties (1j) and (2j). Choosing εj > 0 sufficiently small fulfils (3j) as
well; note that here we use Cauchy estimates and the fact that F j has effective poles
at all points in E, hence so does G.

Case 2: The domain Aj = {cj−1 < τ < cj} contains a critical point p of τ .
By assumption, p is the unique critical point of τ on Aj and it is a Morse point
with Morse index either 0 or 1. If the Morse index of τ at p equals 1, the change
of topology is described by attaching to Mj−1 a smoothly embedded oriented arc
Γj ⊂ Aj ∪ bMj−1 with an initial point pj ∈ bMj−1 and a final point qj ∈ bMj−1,
and such that Γj intersects bMj−1 transversely and is otherwise contained in Aj .
The set Sj := Mj−1 ∪ Γj is admissible in Mj and has the same topology as Mj . If
the points pj , qj belong to the same connected component of Mj−1, a new nontrivial
curve appears in the homology, however, if they belong to different components of
Mj−1, we have that H1(Mj−1,Z)

∼
= H1(Sj ,Z). In either case, we proceed as follows.

By [6, Lemma 3.5.4], we extend f j−1 smoothly to the arc Γj such that it still maps
to A∗ and satisfies ∫

Γj

f j−1θ = F j−1(qj)− F j−1(pj).

The extended map f j−1, defined on Sj = Mj−1 ∪ Γj , yields a meromorphic A-

immersion F̃ j−1 ∈ IA(Sj |E); note that F̃ j−1 = F j−1 holds on Mj−1. Remark 3.6
then furnishes the succeeding map F j ∈ IA(Mj |E).

Otherwise, the Morse index of τ at p equals 0. This time, a new connected
component of {τ ≤ c} appears at p when c passes τ(p). Let ∆ ⊂ Aj denote a
smoothly bounded disc around p. We extend F j−1 to Sj := Mj−1∪∆ by defining any
full holomorphic A-immersion on ∆. Since Sj is admissible in Mj and has the same
topology as Mj , Remark 3.6 applied to each component of Sj furnishes a suitable
map F j ∈ IA(Mj |E). This closes the induction and completes the proof. □
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4. Desingularizing meromorphic A-immersions

In this section we prove the following more precise version of Corollary 1.7 (b) for
removing self-intersections of directed meromorphic immersions. We shall later use
it in proofs of Theorems 5.1 and 7.1 in order to ensure the embeddedness.

Theorem 4.1. If M is a compact bordered Riemann surface, E ⊂ M̊ is a finite
subset, and A ⊂ Cn (n ≥ 3) is a closed irreducible conical subvariety which is not
contained in any hyperplane and is smooth away from 0, then every meromorphic
A-immersion F : M \E → Cn of class IA(M |E) can be approximated uniformly on
M \ E by meromorphic A-embeddings G ∈ IA(M |E) such that the difference map
G− F is continuous on M and vanishes to any given finite order on E.

Moreover, if Λ ⊂ M \ E is a finite set such that F |Λ : Λ → Cn is injective, then
G can be chosen to agree with F on Λ to any given finite order.

We emphasize that the approximation by embeddings is uniform in the non-
compact surface M \E. We establish the theorem by a recursive application of the
following result, which gives the technical tool to overcome this difficulty.

Lemma 4.2. Let M , E and A be as in Theorem 4.1. Given an open neighbourhood
∆ ⊂ M̊ of E, every meromorphic A-immersion F : M \E → Cn of class IA(M |E)
can be approximated uniformly on M \ E by a meromorphic A-immersion G ∈
IA(M |E) such that G|M\∆ : M \∆ → Cn is injective, the difference map G− F is
continuous on M and vanishes to any given finite order on E.

Moreover, if Λ ⊂ M \ E is a finite set such that F |Λ : Λ → Cn is injective, then
G can be chosen to agree with F on Λ to any given finite order.

The key condition in the lemma is that, while the self-intersections are eliminated
only from a compact subset, namely, M \∆, the approximation is uniform on M \E.

Proof of Theorem 4.1 assuming Lemma 4.2. We may assume that M is a smoothly

bounded compact domain in the interior of a compact bordered Riemann surface M̃

and, by Theorem 3.1, that F ∈ IA(M̃ |E). Let Λ ⊂ M \ E be a finite set such that

F |Λ is injective. Choose a sequence of open sets ∆j ⊂ M̊ (j ∈ N) such that E ⊂ ∆j ,

∆j ∩ Λ = ∅ and ∆j+1 ⊂ ∆j for all j, making sure that

(4.1)
⋃
j≥1

(M \∆j) = M \ E.

We choose each ∆j to be a finite union of mutually disjoint smoothly bounded discs
centred at the points in E. Let F 0 := F and fix ε0 > 0. We claim that there is a

sequence of numbers εj > 0 and meromorphic A-immersions F j ∈ IA(M̃ |E), j ∈ N,
such that the following hold for every j ∈ N.

(1j) F j − F j−1 is continuous on M̃ and ||F j − F j−1||
M̃

< εj−1.

(2j) F j −F is continuous on M̃ and vanishes to any given finite order on E ∪Λ.

(3j) F j is injective on M̃ \∆j .

(4j) 0 < εj < εj−1/2, and if G : M̃ \ E → Cn is a holomorphic map with
||G− F j ||

M̃\E < 2εj , then G is an embedding on M \∆j .
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Indeed, we proceed by induction. The base is provided by the immersion F = F 0

and the number ε0 chosen at the beginning of the proof. Observe that (20) holds.
For the inductive step, assume that for some fixed j ∈ N we have already found a

number εj−1 > 0 and a map F j−1 ∈ IA(M̃ |E) satisfying (2j−1). Lemma 4.2 applied

to (M̃,E,A, F j−1,∆j , εj−1) then furnishes us with a meromorphic A-immersion

F j ∈ IA(M̃ |E) satisfying (1j)–(3j). Then, in view of (3j), the existence of a number
εj fulfilling (4j) is granted by Cauchy estimates. This closes the induction.

By (1j), (2j), (4j) and the properties of ∆j , there exists the limit map G =

limj→∞ F j : M̃ \E → Cn, which is meromorphic on M̃ with effective poles precisely

in E and satisfies that G − F is continuous on M̃ . In fact, for each j ≥ 0 we have

that G− F j is continuous on M̃ and

(4.2) ||G− F j ||
M̃

≤
∞∑
k=j

||F k+1 − F k||
M̃

(1k+1)
<

∞∑
k=j

εk
(4j)
< 2εj .

As a consequence, by property (4j), G ∈ IA(M |E) and is injective on M \∆j for all
j ≥ 1. By (4.1), it turns out that G is a meromorphic A-embedding on M . Finally,
condition (2j) ensure that G−F vanishes to the given finite order on E∪Λ, whereas
the approximation of F by G is guaranteed by (4.2), closing the proof. □

Proof of Lemma 4.2. The proof follows closely the arguments in that of [4,
Theorem 2.4] and [6, Theorem 3.4.1] for the case E = ∅. We shall only point
out the modifications which are necessary to deal with the poles and explain the
first part of the lemma; the second part concerning interpolation on Λ is established
exactly as in the proof of [6, Theorem 3.4.1] and we leave it out.

So, let ∆ ⊂ M̊ be a small open neighbourhood of E in M̊ as in the statement

and assume that M̃ := M \∆ is a smoothly bounded compact domain. Define the
difference map δF : (M \ E)× (M \ E) → Cn by

δF (p, q) := F (p)− F (q), p, q ∈ M \ E.

Let D
M̃

= {(p, p) : p ∈ M̃} be the diagonal of M̃ × M̃ . Since F is an immersion on

M \E and M̃ ⊂ M \E is compact, there exists an open neighbourhood U ⊂ M̃ ×M̃
of D

M̃
such that δF does not take the value 0 ∈ Cn on U \D

M̃
. Our aim is to find

a meromorphic A-immersion G : M \E → Cn of class IA(M |E) such that G−F is
continuous and arbitrarily close to 0 uniformly on M , G − F vanishes to the given

finite order on E, and the difference map δG is transverse to 0 ∈ Cn on (M̃×M̃)\U .
By dimension reasons and the Abraham transversality argument [1], provided that

G is close enough to F on U , then G results to be injective on M̃ = M \ ∆. For
this, we need to find a neighbourhood Ω ⊂ CN of 0 ∈ CN (for some large N ∈ N)
and a holomorphic map H : (M \ E)× Ω → Cn meeting the following.

• H(·, 0) = F and for every t ∈ Ω, the map H(·, t) : M \ E → Cn is a
meromorphic A-immersion of class IA(M |E), the difference H(·, t) − F is
continuous on M and vanishes to the given finite order on E.

• The difference map δH : (M \ E)× (M \ E)× Ω → Cn, defined by

(4.3) δH(p, q, t) := H(p, t)−H(q, t), (p, q, t) ∈ (M \ E)× (M \ E)× Ω,
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is such that the differential map

∂t|t=0δH(p, q, t) : CN → Cn

is surjective for every (p, q) ∈ (M̃ × M̃) \ U .

That being the case, the map G = H(·, t) satisfies the conclusion for almost every
parameter t ∈ Ω close enough to 0.

The main step to achieve that is given by the following analogue of [4, Lemma 6.1].

Claim 4.3. For any pair of points p, q ∈ M \ E, p ̸= q, there is a deformation

family H = H(p,q)(·, t) as above, t ∈ Cn, such that ∂t|t=0δH(p, q, t) : Cn → Cn is an
isomorphism.

Proof. Let Υ ⊂ M \ E be a smooth embedded arc connecting q to p. Choose a
point p0 ∈ M \ (E ∪ Υ) and a skeleton {C1, . . . , Cl} of M based at E ∪ {p0} (see

Definition 2.5) such that C =
⋃l

j=1Cj ⊂ M \ Υ. Let θ be a holomorphic 1-form

vanishing nowhere onM and write dF = fθ. Choose g ∈ O(M) as in (3.1) and define

f̃0 as in (3.2), so f̃0 ∈ O(M,A∗). A modification of the proof of [4, Lemma 6.1],
using the ideas in the proof of Claim 3.5, provides a Cn-valued 1-form

Θf̃0
(t, x, v), x ∈ M, v ∈ TxM,

depending holomorphically on a parameter t = (t1, . . . , tn) ∈ Cn on a neighbourhood
of 0 ∈ Cn, such that for every such t the difference 1-form Θf̃0

(t, ·, ·)/g − fθ is

holomorphic on M , it vanishes to the given finite order at every point in E, and∫
Cj

(
Θf̃0

(t, ·, ·)/g − fθ
)
= 0 for j = 1, . . . , l

(cf. (3.6) and (3.12)). Moreover, Θf̃0
(t, ·, ·)/θ takes its values in A∗, and, defining

HF (x, t) := F (p0) +

∫ x

p0

Θf̃0
(t, ·, ·)/g, x ∈ M \ E

(cf. [4, Eq. (6.6)]), it follows that HF (·, 0) = F and HF (·, t) : M \ E → Cn is a
well-defined meromorphic A-immersion of class IA(M |E) such that HF (·, t) − F
is continuous on M and vanishes to the given finite order on E for every t ∈ Cn

sufficiently close to 0. Furthermore, we may ensure that the vectors

∂

∂ti

∣∣∣
t=0

∫ 1

0
Θf̃0

(
t, υ(s), υ̇(s)

)
/g ∈ Cn, i = 1, . . . , n,

are C-linearly independent, where υ : [0, 1] → Υ is a smooth parametrization of the
arc Υ connecting q to p. Since

δHF (p, q, t) = HF (p, t)−HF (q, t) =

∫ 1

0
Θf̃0

(
t, υ(s), υ̇(s)

)
/g,

the latter implies that the partial differential ∂t|t=0δHF (p, q, t) is an isomorphism.
We refer to the proof of [4, Lemma 6.1] for further details. □

As H(p,q) satisfies that ∂t|t=0δH
(p,q)(p̃, q̃, t) : Cn → Cn is an isomorphism for any

pair of points p̃ ≈ p and q̃ ≈ q in M \E, p̃ ̸= q̃, we may consider a finite open covering

U = {Ui}mi=1 of the compact set (M̃ × M̃) \ U ⊂ M × M and the corresponding
families of maps {H i(·, ti) : M \ E → Cn}mi=1, where ti ∈ Ωi ⊂ Cn and Ωi is a
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neighbourhood of 0 ∈ Cn, such that H i(·, ti) is a meromorphic A-immersion of class
IA(M |E), the difference H i(·, ti)−F is continuous on M and vanishes to any given
finite order on E for every ti ∈ Ωi, H

i(·, 0) = F , and δH i(p, q, ti) : Cn → Cn is
submersive at ti = 0 for every (p, q) ∈ Ui. It turns out that the composition map

H(p, t) =
(
H1♯ · · · ♯Hm

)
(p, t1, . . . , tm), p ∈ M \ E, t = (t1, . . . , tm) ∈ CN ,

defined analogously to those in the proofs of [4, Theorem 2.4] and [6, Theorem 3.4.1],

satisfies H(·, 0) = F and its difference map δH (4.3) is submersive on (M̃ × M̃) \U
for all t = (t1, . . . , tm) close to 0 ∈ CN (here, N = mn). Moreover, H(·, t) is a
meromorphic A-immersion of class IA(M |E), H(·, t) − F is continuous on M and
vanishes to any given finite order on E for every t ∈ Ω ⊂ CN (where Ω ⊂ CN is a
neighbourhood of 0 which depends on all Ωi).

The proof is now finished by the aforementioned transversality argument. □

5. The Mittag-Leffler theorem for meromorphic A-immersions

In this section we establish the Mittag-Leffler theorem with approximation and
interpolation for directed meromorphic immersions by proving the following more
precise version of the first part of Theorem 1.6, including also condition (iv). We shall
complete the proof of Theorem 1.6 by checking assertion (v) and (vi), concerning
global geometry, in Section 7 (see Theorem 7.1).

Theorem 5.1. Assume that A ⊂ Cn (n ≥ 3), M and E are as in Theorem 1.6. Let
U ⊂ M be a locally connected closed neighbourhood of E whose connected components
are all Runge admissible compact subsets in M , Λ ⊂ U \E be a closed discrete subset
of M , ε > 0 a number, and r : E∪Λ → N a map. Given a map F : U \E → Cn such
that F |W\(E∩W ) : W \ (E ∩W ) → Cn is of class IA(W |E ∩W ) for each component
W of U , there exists a full meromorphic A-immersion G : M \ E → Cn of class
IA(M |E) satisfying the following conditions.

(i) G− F is continuous on E, that is, it extends continuously to U .

(ii) G− F vanishes on Λ \ Ů and vanishes to order r(p) at p ∈ E ∪ (Λ ∩ Ů).
(iii) ||G− F ||U < ε.

Furthermore, if F is injective on Λ, then G can be chosen an embedding.

Proof. Assume that U has infinitely many connected components; otherwise the
proof is simpler. By the assumptions, U consists of countably many components
which are Runge admissible compact sets, and there exists a normal exhaustion of
M by a sequence of connected smoothly bounded Runge compact domains

(5.1) M0 ⋐ M1 ⋐ M2 ⋐ · · · ⋐
∞⋃
j=0

Mj = M,

such that M0 is a disc, U∩M0 = ∅, and for every j ≥ 1, U∩bMj = ∅ and Mj \Mj−1

contains exactly one component of U ; call it Wj . In particular, U ∩Mj =
⋃j

i=1Wi

and U =
⋃

i≥1Wi.

Fix a nowhere vanishing holomorphic 1-form θ on M . Choose an arbitrary
full holomorphic A-embedding F 0 : M0 → Cn and write dF 0 = f0θ. (Note that
M0 ∩ U = ∅.) Set ε0 := ε/2. We shall inductively construct a decreasing
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sequence of positive numbers {εj}j and a sequence of full meromorphic A-immersions
{F j : Mj \ (E ∩Mj) → Cn}j of class IA(Mj |E ∩Mj) such that, writing dF j = f jθ,
the following properties hold for all j ≥ 1.

(1j) F j − F j−1 is continuous on Mj−1 and ||F j − F j−1||Mj−1 < εj−1.

(2j) F j − F is continuous on U ∩Mj and ||F j − F ||U∩Mj < εj−1.

(3j) F j − F vanishes on (Λ \ Ů) ∩ Mj and vanishes to order r(p) at p ∈
(E ∪ (Λ ∩ Ů)) ∩Mj .

(4j) If F |Λ : Λ → Cn is injective, then F j is injective on Mj \ (E ∩Mj).
(5j) 0 < εj < εj−1/2, and if G : M \ E → Cn is a holomorphic map with

||G− F j ||Mj\(E∩Mj) < 2εj , then G is an immersion on Mj−1 \ (E ∩Mj−1).

The base of induction is provided by the already chosen ε0 and F 0. (Note that
M0∩U = ∅ and F 0 : M0 → Cn is a full holomorphic A-embedding.) Properties (10)
and (50) are void, whereas (20)–(40) hold for free as U ∩M0 = ∅. For the inductive
step, assume that for some fixed j ∈ N we have already found numbers εi > 0 and
full meromorphic A-immersions F i satisfying (2i)–(4i) for all i ∈ {0, 1, . . . , j − 1}.
Let us construct εj and F j . Firstly, we shall connect Mj−1 and Wj ⊂ M̊j \Mj−1 to
obtain a compact connected admissible set Lj which is Runge in M . For that, pick
points pj ∈ bMj−1 and qj ∈ bWj such that qj does not belong to any of the finitely
many Jordan arcs in the description of Wj as admissible set (see Definition 2.3).

Take a smooth oriented arc Γj ⊂ M̊j with the endpoints pj and qj such that it
intersects Mj−1 ∪Wj only at its endpoints pj , qj and the intersection is transverse.
Apply [6, Lemma 3.5.4] and extend f j−1 : Mj−1 \ (E ∩Mj−1) → A∗ smoothly to Γj

such that it still maps to A∗ and satisfies∫
Γj

f j−1θ = F (qj)− F j−1(pj).

Thus, we obtain an admissible set Lj := Mj−1 ∪ Γj ∪Wj ⊂ M̊j (see Figure 5.1) and

a map F̃ j on Lj , defined by

F̃ j(p) :=


F j−1(p) if p ∈ Mj−1,

F j−1(pj) +
∫ p
pj
f j−1θ if p ∈ Γj ,

F (p) if p ∈ Wj .

By construction, F̃ j ∈ IA(Lj |E ∩ Lj). In this setting, Proposition 3.2 furnishes
us with a full meromorphic A-immersion F j : Mj \ (E ∩ Mj) → Cn of class

IA(Mj |E∩Mj) such that F j−F̃ j extends continuously to Lj , vanishes on (Λ\Ů)∩Lj

and vanishes to order r(p) at p ∈ (E ∪ (Λ ∩ Ů)) ∩ Lj , and ||F j − F̃ j ||Lj < εj−1.

Furthermore, by Theorem 4.1, we may assume that F j is an A-embedding on
Mj \ (E ∩Mj) provided that F |Λ is injective.

Let us check the properties. Firstly,

||F j − F j−1||Mj−1 ≤ ||F j − F̃ j ||Mj−1 + ||F̃ j − F j−1||Mj−1 < εj−1,

as Mj−1 ⊂ Lj , which proves (1j). Similarly,

||F j − F ||U∩Mj ≤ ||F j − F̃ j ||U∩Mj + ||F̃ j − F ||U∩Mj < εj−1,
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Figure 5.1. Sets in the inductive process of the proof.

proving the second part of (2j). (Note that in both inequalities above, the second

summand equals 0.) Furthermore, F j − F = (F j − F̃ j) + (F̃ j − F ) extends
continuously to U∩Mj since the first summand extends and the second one vanishes;

by a similar argument, the difference vanishes on (Λ\ Ů)∩Mj and vanishes to order

r(p) at p ∈ (E∪ (Λ∩ Ů))∩Mj , fulfilling (2j) and (3j). Property (4j) is already seen.
Finally, use Cauchy estimates to get a number εj > 0 so small that (5j) holds. This
closes the induction.

By (5.1), (1j) and (3j), there exists the limit map

G := lim
j→∞

F j : M \ E → Cn

which is meromorphic on M with effective poles precisely in E. We estimate

(5.2) ||G− F j ||Mj ≤
∞∑
k=j

||F k+1 − F k||Mj

(1k+1)
<

∞∑
k=j

εk
(5j)
< 2εj , j ≥ 0.

By (5j), G ∈ IA(Mj−1|E∩Mj−1) for all j ≥ 1, and hence G ∈ IA(M |E). Moreover,

the difference G − F is continuous on M by property (2j), vanishes on Λ \ Ů and

vanishes to order r(p) at p ∈ E ∪ (Λ ∩ Ů) by (3j). To check the approximation,
observe that

||G− F ||U∩Mj ≤ ||G− F j ||U∩Mj + ||F j − F ||U∩Mj

(2j),(5.2)
< 2εj−1 ≤ 2ε0 = ε

holds for each j ≥ 1, and, noting that U ∩M0 = ∅, we conclude that ||G−F ||U < ε,
as desired. The fullness of G is achieved for ε0 > 0 small enough. Finally, in view
of (4j) and arguing as in the proof of Theorem 4.1, if F |Λ is injective, then we can
grant that G is an embedding by choosing each number εj > 0 sufficiently small. □

6. The Mittag-Leffler theorem for meromorphic A-immersions

with fixed components

In this section we establish a version of Theorem 5.1 with the addition that, in
the approximation, we keep fixed up to n− 2 ≥ 1 component functions of the given
meromorphic directed immersion M → Cn, assuming they extend meromorphically
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to the whole open Riemann surface M . This generalizes [4, Theorem 7.7] to the
meromorphic framework.

Theorem 6.1. Let M , E, U , A, r and ε be as in Theorem 5.1, Λ ⊂ Ů \ E be a
closed discrete subset of M , and k ≥ 1 and m ≥ 2 be integers. Set n = k +m, and
assume that A′ = A∩{z1 = 1, . . . , zk = 1} is an Oka manifold and the projection π =
(π1, . . . , πk) : A → Ck onto z1, . . . , zk-axes admits a local holomorphic section ρ near
(z1, . . . , zk) = (0, . . . , 0) with ρ(0, . . . , 0) ̸= 0. Let F = (F ′, F ′′) : U \ E → Cn, where
F ′ = (F1, . . . , Fk), F ′′ = (Fk+1, . . . , Fn), be as in Theorem 5.1, and assume that F ′

extends to a nonconstant meromorphic map F ′ : M → Ck that is holomorphic on
M\E and such that the zero set (f1, . . . , fk)

−1(0, . . . , 0) intersects U only at points in

Ů , where fi = dFi/θ, i ∈ {1, . . . , n}, with θ a given holomorphic 1-form with no zeros

on M . Then there exists a meromorphic A-immersion F̃ = (F ′, F̃ ′′) ∈ IA(M |E)
satisfying the following.

(i) F̃ ′′ −F ′′ extends continuously to U and vanishes to order r(p) at p ∈ E ∪Λ.

(ii) ||F̃ ′′ − F ′′||U < ε.

As in the general case, we obtain this theorem by a recursive application of the
following approximation result of semiglobal type. We omit the proof of Theorem 6.1
as it is analogous to the proof of Theorem 5.1; the only difference being that we apply
Proposition 6.2 in place of Proposition 3.2 in order to keep the first k-component
functions fixed at all steps of the induction.

Proposition 6.2. Assume that M , S, E, A and r are as in Proposition 3.2,
Λ ⊂ S̊ \ E is a finite set, and A′, π, k, m and n are as is Theorem 6.1. Let
F = (F ′, F ′′) : S \ E → Cn be a map of class IA(S|E) and assume that F ′ extends
to a nonconstant meromorphic map F ′ : M → Ck that is holomorphic on M \E and

such that the zero set (f1, . . . , fk)
−1(0, . . . , 0) intersects S only at points in S̊ = K̊,

where F ′, F ′′ and fi are defined as in Theorem 6.1. Given ε > 0, there exists a

meromorphic A-immersion F̃ = (F ′, F̃ ′′) ∈ IA(M |E) satisfying the following.

(i) F̃ ′′ − F ′′ extends continuously to S and vanishes to order r on E ∪ Λ.

(ii) ||F̃ ′′ − F ′′||S < ε.

Proof. We combine ideas from the proof of Theorem 3.1 with those of the proofs
of [4, Theorem 7.7] and [6, Theorem 3.7.1]. Firstly, observe that by assumptions
on A′ = A ∩ {z1 = 1, . . . , zk = 1}, the projection π = (π1, . . . , πk) : A → Ck is a
trivial fibre bundle with Oka fibre A′ except over (0, . . . , 0) ∈ Ck. Given a nowhere
vanishing holomorphic 1-form θ on M , we write dF = fθ and f = (f ′, f ′′) for
f ′ = (f1, . . . , fk) and f ′′ = (fk+1, . . . , fn). By assumption, f ′ is meromorphic and
nonconstant on M , hence its zero set Q := (f ′)−1(0) = {q1, q2, . . . } is discrete in M .
Take a holomorphic function g ∈ O(M) with

(6.1) (g) =
∏
p∈E

po(p),

where o(p) = max{Ordp(fi) : i = 1, . . . , n} and Ordp(fi) denotes the order of fi at
the pole p ∈ E. Let

h := fg
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and write h = (h′, h′′) as above (cf. (3.1) and (3.2)). It follows that h ∈ A (S,A∗)
and (h′)−1(0) ⊂ Q∪E is discrete in M . For simplicity of exposition, we may assume
that (h′)−1(0) = Q ∪ E. Denote the pullback bundle Σ := (h′)∗A. The pullback
(h′)∗π : Σ → M of the projection π : A → Ck to M is a trivial holomorphic fibre
bundle over M \(h′)−1(0) = M \(Q∪E) with Oka fibre A′ and has singular fibre over
points in Q∪E. Since (h′, h′′)(x) ∈ π−1(h′(x)) for x ∈ S, the map x 7→ (x, h′′(x)) is
a section of Σ → M over S. In the sequel, we shall say that h′′ is a section of Σ.

To prove the proposition, we shall approximate h′′ on S by a global holomorphic
section h̃′′ of Σ over M meeting interpolation conditions on E ∪ Λ. And we shall
apply control on the periods to make sure that, defining

f̃ = (h′, h̃′′)/g : M \ E → A∗,

the meromorphic 1-form f̃ θ on M integrates to a meromorphic A-immersion

F̃ : M \ E → Cn satisfying the proposition. In order to achieve that, we wish
to apply [6, Theorem 1.13.4] (cf. [16, Theorem 6.14.6]); however, we need a
globally defined continuous section of Σ over M which is holomorphic on a small
neighbourhood of any point in M over which (h′)∗π is ramified, i.e., on Q ∪E, and
on a small neighbourhood of any point of interpolation, i.e., on Λ ∪E. Note that if
p ∈ (Q∪E∪Λ)∩S, then p ∈ S̊ = K̊ and h′′ is holomorphic around p by assumption.

The other possibility is that p ∈ Q ∩ (M \ S), because E ∪ Λ ⊂ S̊. So, on a disc
neighbourhood of any such point p we choose a holomorphic section h′′ such that
h′′(p) ̸= 0 and (h′, h′′) maps to A∗. We add all these disc neighbourhoods to the
domain of holomorphicity of h′′.

We aim at approximating h′′ on S and interpolating on Λ̃ := Q∪E∪Λ at the same

time. Observe that (M,S ∪ Λ̃) is homotopy equivalent to a relative CW-complex

of dimension 1, therefore, a skeleton of M is obtained from S ∪ Λ̃ by attaching
points and edges. Moreover, regular fibres A′

c1,...,ck
:= A∩ {z1 = c1, . . . , zk = ck} for

(c1, . . . , ck) ̸= (0, . . . , 0) are connected, which implies that any holomorphic section

of Σ over S ∪ Λ̃ can be extended to a continuous section over M . Hence, the
assumptions in [6, Theorem 1.13.4] (the basic Oka principle for sections of ramified
maps) are satisfied. We shall adapt the proof of Lemma 3.3 to the current aim.

Let C = {C1, . . . , Cl} be a skeleton of S based at Λ̃∩S (see Definition 2.5). Recall

that the union C =
⋃l

i=1Ci is Runge in S and contains a homology basis of S and

arcs enabling to interpolate on Λ̃ ∩ S. Recall that m = n− k ≥ 2, and let

(6.2) P = (P1, . . . ,Pl) :
{
ĥ′′ ∈ C (C,Cm) :

ĥ′′

g
− f ′′ ∈ C 0(C,Cm)

}
→ (Cm)l ,

defined by

Pi(ĥ
′′) :=

∫
Ci

( ĥ′′
g

− f ′′
)
θ ∈ Cm, i = 1, . . . , l,

be the period map, applied to ĥ′′; cf. (2.5). Throughout the proof, we shall consider
holomorphic vector fields V on A, vanishing at 0 ∈ A, which are tangential to the
regular fibre A′

c1,...,ck
= A ∩ {z1 = c1, . . . , zk = ck} of the projection π : A → Ck at

every point z ∈ A′
c1,...,ck

, (c1, . . . , ck) ̸= (0, . . . , 0). The latter simply means that the

vector field is tangential to A and orthogonal to Ck × {(0, . . . , 0)} ⊂ Cn. Note that
if C ∋ t 7→ ϕ(t, z) ∈ A, z ∈ A, denotes the flow of such a V for small values of |t|,
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then ϕ(0, z) = z for all z ∈ A and

(6.3) π (ϕ(t, h(p))) = h′(p) for every t and all p ∈ S.

We prove the proposition in five steps. Let r′ > r+max{o(p) : p ∈ E}; see (6.1).

Step 1: Approximating h′′ by a full map. Following the arguments in the proof of
Claim 3.4, but using vector fields of the above kind, the period map P in (6.2), and

the holomorphic section h′′, we obtain a holomorphic map h̃′′ ∈ A (S,Cm), which is

full on any curve Ci ∈ C and approximates h′′ uniformly on S, such that h̃′′ − h′′

vanishes to order r′ on Λ̃∩ S, h̃′′/g− f ′′ is continuous on S, P(h̃′′) = 0 and, taking

into account (6.3), (h′, h̃′′)(S) ⊂ A∗. In particular, h̃′′ is a section of Σ. Let us

replace h′′ by h̃′′ and assume in what follows that h′′ is full.

Step 2: Finding a period dominating spray. Now choose a family of holomorphic
vector fields V1, . . . , VN (N ∈ N) as above such that span{V1(z), . . . , VN (z)} =
Tz(A

′
c1,...,ck

) for all z ∈ A′
c1,...,ck

and (c1, . . . , ck) ̸= (0, . . . , 0). Set

Φh′(t, p) := h′(p) ∈ Ck for all t ∈ (Cm)l and p ∈ S.

By (6.3) and following the arguments in the proof of Claim 3.5, we can obtain a
holomorphic spray Φh′′ : U × S → Cm of sections of Σ of class A (S,Cm), where
U ⊂ (Cm)l is an open neighbourhood of 0 ∈ Cml, such that the holomorphic spray

(6.4) Φh := (Φh′ ,Φh′′) : U × S → Cn

assumes its values in A∗, Φh(0, ·) = h, Φh′′(t, ·)/g − f ′′ is continuous on S and

vanishes to order r′ on Λ̃ ∩ S for all t ∈ U , and ∂
∂t |t=0P(Φh′′(t, ·)) : (Cm)l → (Cm)l

is an isomorphism; see (6.2).

Step 3: The noncritical case. Assume that S is a connected admissible set in an
open Riemann surface M such that the inclusion S ↪→ M induces an isomorphism

H1(S,Z) → H1(M,Z). Let Λ̃ ⊂ S be a finite subset and C be as above. (Note that

at the moment, S and Λ̃ are not the ones in the statement of the proposition.)

Assume that (h′)∗π is as above, with its ramification values in S̊ = K̊, and
h = (h′, h′′) and Φh are as in the previous steps for this pair (M,S). By [6,

Theorem 1.13.1, Theorem 1.13.4], there exists a holomorphic section ĥ′′ of Σ on M

which approximates h′′ uniformly on S, and is such that ĥ′′/g−f ′′ is continuous on S

and ĥ′′−h′′ vanishes to order r′ on Λ̃. Replace h = (h′, h′′) by ĥ = (h′, ĥ′′) : M → A∗
as the core of the spray Φh in (6.4), then interpolate and approximate uniformly
on S all functions used in the construction of Φh by global holomorphic functions

on M (see the proof of Claim 3.5). The new spray Φĥ : Û × M → A∗ (where

0 ∈ Û ⊂ U ⊂ Cml), given by Φĥ = (Φh′ ,Φĥ′′), has the same properties as Φh

provided that all approximations are close enough. Consequently, the implicit

function theorem guarantees existence of a point t0 ∈ Û near the origin such that
the map h̃′′ := Φĥ′′(t0, ·) is a section of M → Σ satisfying P(h̃′′) = 0, h̃′′ ≈ h′′ on

S, h̃′′/g − f ′′ is continuous on S and h̃′′ − h′′ vanishes to order r′ on Λ̃.

Step 4: The induction and the critical case. We proceed by induction as in the
proof of Proposition 3.2. We shall briefly explain the procedure at the j-th step
(j ≥ 1) where we have a suitable meromorphic section (h′′)j−1 of Σ defined on
the compact set Mj−1 and wish to approximate it with interpolation by a section
(h′′)j defined on Mj (here, the sets Mj form an exhaustion of M as in the proof of
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Proposition 3.2). We distinguish two cases. In the first one, the annulus Aj (defined
as in the proof of Proposition 3.2) does not contain any critical points of the Morse
exhaustion function τ on M ; this case is solved by the noncritical case. On the
contrary, when p ∈ Aj is the unique critical point of τ on Aj , as described in the
proof of the cited proposition, we add certain arcs (denoted by Γj) if necessary. We
keep the first k component functions fixed (i.e., h′ = (h′)j), and apply the argument
to (h′′)j−1, such that the extension of (h′′)j−1 to Γj is a holomorphic section of Σ

and
∫
Γj

(h′′)j−1

g θ equals a prescribed vector in Cm. (Note that the use of an analogue

of Gromov integration lemma is justified by [6, Remark 3.5.5]).

Step 5. Completion of the proof. Performing the induction process, we then
obtain in the limit a holomorphic map h̃′′ = limj→∞(h′′)j : M → Cm, such that

(h′, h̃′′) : M → Cn takes its values in A∗, h̃′′/g is holomorphic on M \ E, the

difference h̃′′ − h′′ is uniformly close to 0 on S and it vanishes to order r′ at every
point in E∪Λ. Thus, h̃′′/g−f ′′ is continuous on S and vanishes to order r everywhere

on E ∪Λ. Furthermore, by the control of periods, we have that (h̃′′/g)θ is exact on

M \ E and the holomorphic map F̃ ′′ : M \ E → Cm, defined by

F̃ ′′(p) := F ′′(p0) +

∫ p

p0

(h̃′′/g)θ, p ∈ M \ E,

for any given base point p0 ∈ S \E, satisfies that F̃ ′′ −F ′′ is continuous and ε-close
to 0 on S, and it vanishes to order r at every point in E ∪ Λ. It is now clear that

the well-defined meromorphic A-immersion F̃ := (F ′, F̃ ′′) : M \ E → Cn of class
IA(M |E) satisfies the conclusion of the proposition. □

7. Global properties and completion of the proof of Theorem 1.6

Recall that an immersion f : M → Cn from an open Riemann surface M is
complete if the path f ◦ γ has infinite Euclidean length in Cn for any divergent
path γ in M . (A path γ : [0, 1) → M is divergent if γ(t) /∈ K for any given compact
set K ⊂ M as t → 1.) A continuous map f : X → Y of topological spaces is almost
proper if for every compact set K ⊂ Y the connected components of f−1(K) are all
compact. If for every such K ⊂ Y the preimage f−1(K) is compact in X, then the
map f is proper. Every proper map is also almost proper, and every almost proper
immersion M → Cn is complete, whereas the contrary implications do not hold.

In this section, we shall complete the proof of Theorem 1.6 by checking the global
properties in assertions (v) and (vi). This is granted by the following more precise
statement, which is an extension of the Mittag-Leffler theorem for A-immersions in
Theorem 5.1.

Theorem 7.1. Let M , E, U , Λ, A, r, n, ε and F be as in Theorem 5.1. Then
there exists a meromorphic A-immersion G ∈ IA(M |E) satisfying the conclusion of
Theorem 5.1 and also the following properties.

(i) If in addition A∩{z1 = 1} is an Oka manifold and the coordinate projection
π1 : A → C onto the z1-axis admits a local holomorphic section ρ1 near z1 = 0
with ρ1(0) ̸= 0, then G can be chosen an almost proper map, and hence a
complete immersion.
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(ii) If in addition A∩{zi = 1} is an Oka manifold for every i ∈ {1, . . . , n}, each
coordinate projection πi : A → C onto the zi-axis admits a local holomorphic
section ρi near zi = 0 with ρi(0) ̸= 0, and either U has finitely many
connected components or U =

⋃
j∈NWj and

(7.1) lim
j→∞

min {|F (p)| : p ∈ Wj} = +∞,

where {Wj}j∈N is the family of connected components of U , then G can be
chosen a proper map.

The proof relies on improving the inductive construction in the proof of
Theorem 5.1 by implementing the following two results, which are the new key
ingredients. The first lemma concerns almost proper maps, and the second lemma
the proper ones.

Lemma 7.2. Let M , A and n be as in Theorem 7.1 (i), assume that K and L are

smoothly bounded Runge compact domains in M such that K ⊂ L̊, and E,Λ ⊂ K̊
are finite disjoint sets. Let F : K \E → Cn be a meromorphic A-immersion of class
IA(K|E). Then for any numbers r ∈ N, ε > 0 and δ > 0, there is a meromorphic

A-immersion F̃ = (F̃1, F̃2, . . . , F̃n) ∈ IA(L|E) such that the following hold.

(i) F̃ − F is continuous on K.

(ii) F̃ − F vanishes to order r on E ∪ Λ.

(iii) ||F̃ − F ||K < ε.

(iv) max{|F̃1(p)|, |F̃2(p)|} > δ for all p ∈ bL.

Proof. For simplicity of exposition, assume that bL is connected, hence a Jordan

curve. Pick an open neighbourhood L̃ of L inM and choose closed discs ∆,Ω ⊂ L̃\K
such that bL ⊂ ∆∪Ω. Note that ∆∩Ω ̸= ∅ and assume that it is the union of two
disjoint discs; see Figure 7.1.

Figure 7.1. Discs ∆ and Ω in the proof of Lemma 7.2.

Firstly, consider a map G = (G1, . . . , Gn) : (K\E)∪∆ → Cn of class IA(K∪∆|E)
such that G = F on K \ E and |G1(p)| > δ + ε for all p ∈ ∆. By Proposition 3.2,

there exists a map G̃ = (G̃1, . . . , G̃n) : L̃ \ E → Cn of class IA(L̃|E) such that

the difference map G̃ − G extends continuously to K ∪ ∆, vanishes to order r on
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E ∪ Λ, and satisfies |G̃ − G| < ε/2 on K ∪ ∆. Therefore, |G̃1(p)| > δ for every
p ∈ ∆. Secondly, define a map H = (H1, . . . ,Hn) : (K \ E) ∪ Ω → Cn of class

IA(K ∪ Ω|E) by H = G̃ on K \ E and H = (G̃1, G̃2 + c, G̃3, . . . , G̃n) on Ω, where
c > 0 is so large that |H2(p)| > δ + ε for all p ∈ Ω. Proposition 6.2 furnishes a

map F̃ = (F̃1, . . . , F̃n) : L̃ \ E → Cn of class IA(L̃|E) such that F̃ − H extends

continuously to K ∪ Ω, vanishes to order r on E ∪ Λ, satisfies |F̃ − H| < ε/2 on

K ∪ Ω and F̃1 = G̃1 on L̃.

It is clear that F̃ satisfies the conclusion of the lemma. In particular, we have

that F̃ − F vanishes to order r on E ∪ Λ, |F̃ − F | ≤ |F̃ −H| + |G̃ − F | < ε on K,

|F̃1(p)| = |G̃1(p)| > δ for all p ∈ ∆, and |F̃2(p)| > |H2(p)|−ε/2 > δ for all p ∈ Ω. □

Lemma 7.3. Let M , A and n be as in Theorem 7.1 (ii), and assume that K, L, E
and Λ are as in Lemma 7.2. Let F : K \E → Cn be a meromorphic A-immersion of
class IA(K|E) mapping bK into Cn \ {0}. Let r ∈ N and ε > 0, and pick a number

0 < δ < min {||F (p)||∞ : p ∈ bK} ,
where || · ||∞ denotes the infinity norm in Cn. Then there exists a meromorphic

A-immersion F̃ ∈ IA(L|E) such that the following hold.

(i) F̃ − F is continuous on K.

(ii) F̃ − F vanishes to order r on E ∪ Λ.

(iii) ||F̃ − F ||K < ε.

(iv) ||F̃ (p)||∞ > δ for all p ∈ L \ K̊.

(v) ||F̃ (p)||∞ > 1/ε for all p ∈ bL.

The proof is very similar to that of [6, Lemma 3.11.1] (see also [4, Lemma 8.2])
and we leave the details out. The main difference is that we use Propositions 3.2
and 6.2 in place of [6, Theorems 3.6.1 and 3.7.1]. Moreover, in the inductive process,
we ask the map F b, constructed at the b-th step of induction, to satisfy analogous
properties to (C1b)–(C7b) except (C3b) in the cited proof, and also that the difference
F b − F b−1 is continuous on L and vanishes to order r on E ∪ Λ, which is possible
by our mentioned results.

Proof of Theorem 7.1. We shall begin by carefully explaining the proof of asser-
tion (ii). The proof of part (i), being less involved, follows the same line of arguments
and is briefly discussed at the end. Without loss of generality, we may assume that
U is an infinite union of connected components {Wj}j∈N; the proof is again simpler
otherwise. Set

(7.2) µj := min {||F (p)||∞ : p ∈ Wj} − 1 ≥ −1

and note that, by (7.1), limj→∞ µj = +∞. As in the proof of Theorem 5.1, take a
normal exhaustion {Mj}j of M satisfying the same properties as (5.1), and assume
that Wj is the unique component of U lying in Mj \Mj−1 for every j ≥ 1. Choose a
full holomorphic A-embedding F 0 : M0 → Cn such that F 0 has no zeros on bM0, let
0 < δ0 < min{||F 0(p)||∞ : p ∈ bM0} and ε0 := ε/2. We shall inductively construct
a decreasing sequence of positive numbers {εj}j , a sequence of positive numbers
{δj}j with limj→∞ δj = +∞, and a sequence of full meromorphic A-immersions
{F j : Mj \ (E ∩Mj) → Cn}j of class IA(Mj |E ∩Mj), such that properties (1j)–(5j)
in the proof of Theorem 5.1 as well as the following ones hold for all j ≥ 1.



The Mittag-Leffler theorem for minimal surfaces and directed immersions 29

(6j) δj > min{j, δj−1, µj}.
(7j) ||F j(p)||∞ > δj for all p ∈ bMj .

(8j) ||F j(p)||∞ > min{δj−1, µj} for all p ∈ Mj \ M̊j−1.

The base of induction is provided by the triple (F 0, δ0, ε0). (Observe that (60) and
(80) are void.) For the inductive step, assume that for some fixed integer j ≥ 1, we
have already found (F i, δi, εi) for all i ∈ {0, . . . , j − 1}, satisfying properties (2i)–
(4i) and (7i). Following the ideas in the proof of Theorem 5.1, we construct the
admissible set Lj = Mj−1 ∪ Γj ∪ Wj (see Figure 5.1) and extend F j−1 to Γj with
the same properties as in the cited proof, while ensuring in addition that

(7.3) ||F j−1||∞ > min {δj−1, µj} on Γj ,

as we may by (7.2) and (7j−1). Call this extended map F̃ j ; note that F̃ j ∈
IA(Lj |E ∩Lj), E ∩Lj = E ∩Mj , F̃

j = F on Wj , and F̃ j = F j−1 on Mj−1∪Γj . By

Proposition 3.2, assume that F̃ j is a meromorphic A-immersion on a small smoothly

bounded compact neighbourhood M̃j−1 ⊂ Mj of Lj (see Figure 7.2), satisfying the
required interpolation and approximation conditions, and such that

(7.4) ||F̃ j ||∞ > min{δj−1, µj} on M̃j−1 \ M̊j−1;

see (7.2), (7j−1) and (7.3). Pick δj satisfying (6j). In view of (7.4), Lemma 7.3 and
Theorem 4.1 furnish us with a meromorphic A-immersion F j : Mj \ (E ∩Mj) → Cn

satisfying (1j)–(4j) and (6j)–(8j), whilst condition (5j) is fulfilled by choosing εj > 0
small enough. This closes the induction.

Figure 7.2. Sets used at the j-th step of induction.

By the proof of Theorem 5.1, the limit map

G := lim
j→∞

F j : M \ E → Cn

exists and satisfies the conclusion of that theorem. In particular, we have that

(7.5) ||G− F j ||Mj < 2εj ≤ ε, j ≥ 0;

see (5.2). It remains to check that G : M \ E → Cn is a proper map. So, take a
divergent sequence {pm}m ⊂ M \E. If {pm}m diverges on M , then (5.1), (7.5) and
(8j) imply that {G(pm)}m diverges in Cn; recall that limj→∞ δj = limj→∞ µj = +∞.
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If on the contrary, {pm}m admits a subsequence {qm}m converging to a point in E,
then {G(qm)}m diverges in Cn as well since G has an effective pole at every point
in E. This shows that G is proper, concluding the proof of (ii).

For assertion (i), apply Lemma 7.2 instead of Lemma 7.3 and omit condition (8j)
in the induction process. By (7j) and (7.5), it follows that ||G(p)||∞ > δj − ε for all
p ∈ bMj , which goes to +∞ as j → +∞. Taking into account (5.1) and that G has
an effective pole at every point in E, this implies that G : M \E → Cn is an almost
proper map. □

A simplification of the proof of Theorem 7.1 also gives the following.

Proposition 7.4. Let A, M and E be as in Theorem 7.1, and assume that for
i = 1, 2, A ∩ {zi = 1} is an Oka manifold and the coordinate projection πi : A → C
onto the zi-axis admits a local holomorphic section ρi near zi = 0 with ρi(0) ̸= 0.
Then there exists a meromorphic A-embedding F = (F1, . . . , Fn) : M \ E → Cn of
class IA(M |E) such that (F1, F2) : M \ E → C2 is proper.
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