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THE HOROSPHERICAL p-CHRISTOFFEL-MINKOWSKI AND

PRESCRIBED p-SHIFTED WEINGARTEN CURVATURE PROBLEMS

IN HYPERBOLIC SPACE

YINGXIANG HU, HAIZHONG LI AND BOTONG XU

Abstract. The Lp-Christoffel-Minkowski problem and the prescribed Lp-Weingarten cur-
vature problem for convex hypersurfaces in Euclidean space are important problems in geo-
metric analysis. In this paper, we consider their counterparts in hyperbolic space. For the
horospherical p-Christoffel-Minkowski problem first introduced and studied by the second and
third authors, we prove the existence of smooth, origin-symmetric, strictly horospherically
convex solutions by establishing a new full rank theorem. We also propose the prescribed
p-shifted Weingarten curvature problem and prove an existence result.

1. Introduction

The regular Christoffel-Minkowski problem aims to find a smooth, closed and strictly convex
hypersurface in the (n + 1)-dimensional Euclidean space R

n+1 with the prescribed k-th area
measure. Equivalently, for any given smooth positive function f on S

n, it is to find strictly
convex solutions of the equation

pn−k(D
2h+ hσ) = f on S

n,

with (D2h+ hσ) > 0 on S
n. Here σ is the round metric on the n-dimensional unit sphere Sn,

D its Levi-Civita connection, and pn−k is the normalized (n − k)th elementary symmetric
polynomial of the eigenvalues of its argument. The solution h is known as the support
function of a strictly convex hypersurface in Euclidean space, and the eigenvalues of the
matrix (D2h+ hσ) are the principal radii of curvature of the hypersurface. When k = 0, it is
the equation for the famous Minkowski problem, which has been completely resolved, see e.g.
[Nir53, CY76, Pog78, Lew83, Caf90]; When k = n − 1, it is the equation for the Christoffel
problem, which is also completely settled in [Fir67, Ber69, LWW21]. For the intermediate
Christoffel-Minkowski problem (1 ≤ k ≤ n−2), under a sufficient condition on the prescribed
function f , Guan and Ma [GM03] proved the existence of a unique strictly convex solution
up to translations.

By calculating the variation of quermassintegrals of convex bodies along Firey’s p-sums
[Fir62], Lutwak [Lut93] introduced the k-th p-area measure of convex bodies for p ≥ 1.
The prescribed k-th p-area measure problem for 1 ≤ k ≤ n − 1 is called the Lp-Christoffel-
Minkowski problem, which reduces to the classical one when p = 1. In the regular case, this
problem can be reduced to the following nonlinear PDE:

h1−ppn−k(D
2h+ hσ) = f on S

n, (1.1)

with (D2h+hσ) > 0 on S
n. For p ≥ n−k+1, equation (1.1) was investigated by Hu, Ma and

Shen [HMS04]. For 1 < p < n− k + 1, by imposing the even assumption on f , this equation
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was studied by Guan and Xia [GX18]. For 0 < p < 1, it was recently discussed by Bianchini,
Colesanti, Pagnini and Roncoroni [BCPR23].

One of the main ingredients in the proof of the existence of convex solutions to the Lp-
Christoffel-Minkwski problem is the constant rank theorem, which has profound implications
for the geometry of solutions to equation (1.1). This technique was devised to deal with
the convexity property for the homotopy method of deformation by Caffarelli and Friedman
[CF85], see also [SWYY85]. Later, it was extended to the Christoffel-Minkowski problem
and the prescribed Weingarten curvature problem for embedded hypersurfaces in Euclidean
space [GM03, GLM06, GMZ06], as well as the more general fully nonlinear elliptic equations
by [CGM07, BG09]. The deformation lemma was also adapted to the prescribed curvature
measure problems in [GLM09, GLL12]. Recently, Bryan, Ivaki and Scheuer [BIS23] presented
a new approach to the constant rank theorem by applying the strong maximum principle to
a linear differential inequality (in a viscosity sense) for the subtraces of a linear map, instead
of the nonlinear test functions as in [BG09].

It is natural to study the analog of such prescribed measure problems for closed hypersur-
faces in hyperbolic space. A bounded domain (as well as its boundary) in hyperbolic space
is called strictly horospherically convex if the principal curvatures are greater than 1 on its
boundary. The geometry of horospherically convex domains has attracted much attention in
the decades, see e.g. [ACW21, BM99, GRST08, HLW22, NT97, NSW22, WX14].

Recently, Li and Xu [LX22] introduced a summation of two sets in hyperbolic space called
the hyperbolic p-sum, and they introduced the horospherical k-th p-area measure by calcu-
lating the variation of the k-th modified quermassintegrals (see [ACW21]) of horospherically
convex domains along the hyperbolic p-sum. They proposed the associated horospherical
p-Christoffel-Minkowski problem [LX22, Prob. 5.2]. This problem aims to find strictly horo-
spherically convex solutions to equation

ϕ−p−kpn−k(A[ϕ]) = f on S
n, (1.2)

where A[ϕ] is a symmetric 2-tensor on S
n defined by

A[ϕ] := D2ϕ−
1

2

|Dϕ|2

ϕ
σ +

1

2

(

ϕ−
1

ϕ

)

σ,

and a positive function ϕ on S
n is called strictly horospherically convex if A[ϕ] > 0 on S

n.
The strict horospherical convexity of ϕ is equivalent to the fact that logϕ is the horospherical
support function of a strictly horospherically convex hypersurface. When k = 1 and p = −n,
equation (1.2) is the Christoffel problem in hyperbolic space proposed by [EGM09].

We first focus on the case 1 ≤ k ≤ n − 1 of equation (1.2). By employing the volume
preserving curvature flows, Li and Xu [LX22, Thm. 7.3] proved the existence of solutions to
equation (1.2) for p ≥ −n, up to a constant:

Theorem A ([LX22]). Let n ≥ 2 and 1 ≤ k ≤ n − 1 be integers, and let p ≥ −n be a real
number. Let f(z) be a smooth, positive and even function defined on S

n.

(1) If p = −n, we assume that f is a positive constant function on S
n.

(2) If −n < p ≤ −n+k
2 , then we assume that

D2f−
1

n−k −
n− 3k − 2p

n− k
|Df−

1

n−k |σ +

(
n+ p

n− k

)2

f−
1

n−kσ ≥ 0.
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(3) If −n+k
2 < p < −k, then we assume that

D2f−
1

n−k −
(n− 3k − 2p)2

2(n+ p)(n+ k + 2p)

|Df−
1

n−k |2

f−
1

n−k

σ +
n+ p

2(n− k)
f−

1

n−kσ ≥ 0.

(4) If −k ≤ p ≤ n− 2k, then we assume that

D2f
− 1

n+p −
1

2

|Df−
1

n+p |2

f
− 1

n+p

σ +
1

2
f
− 1

n+pσ ≥ 0.

(5) If p > n− 2k, then we assume that

D2f
− 1

n+p −
1

2

|Df−
1

n+p |2

f−
1

n+p

σ +
n− k

n+ p
f
− 1

n+pσ ≥ 0.

Then there exists a constant γ > 0 such that the following equation admits a smooth, even
and strictly horospherically convex solution,

ϕ−p−kpn−k(A[ϕ(z)]) = γf(z). (1.3)

Due to the lack of homogeneity of the horospherical p-area measures, it is in general difficult
to remove the normalizing constant γ in (1.3) via the flow approach. Recently, Chen [Che24]
removed the constant γ for equation (1.2) with k = n− 1 and p = −n via a full rank theorem
for the corresponding semilinear elliptic equation.

In this paper, by establishing the full rank theorem (Theorem 5.1) for the fully nonlin-
ear equation (1.2), we improve Theorem A by removing the constant γ. For simplicity, we
introduce the following assumptions on the function f in equation (1.2):

Assumption 1.1. Let n ≥ 2 and 1 ≤ k ≤ n − 1 be integers. Let p ≥ −n be a real number
and f(z) be a smooth and positive function on S

n.

(1) If p = −n, then we assume that

D2f−
1

n−k − 3|Df−
1

n−k |σ +
f−

1

n−k

2 + 8 (maxz∈Sn f(z))
1

n−k

σ ≥ 0.

(2) If −n < p ≤ −n+k
2 , then we assume that

D2f−
1

n−k −
n− 3k − 2p

n− k
|Df−

1

n−k |σ +

(
n+ p

n− k

)2

f−
1

n−kσ ≥ 0.

(3) If −n+k
2 < p < −k, then we assume that

D2f−
1

n−k −
(n− 3k − 2p)2

2(n+ p)(n+ k + 2p)

|Df−
1

n−k |2

f−
1

n−k

σ +
n+ p

2(n− k)
f−

1

n−kσ ≥ 0.

(4) If −k ≤ p ≤ n− 2k, then we assume that

D2f−
1

n+p −
1

2

|Df−
1

n+p |2

f−
1

n+p

σ +
1

2
f−

1

n+pσ ≥ 0.

(5) If p > n− 2k, then we assume that

D2f−
1

n+p −
1

2

|Df−
1

n+p |2

f
− 1

n+p

σ +
n− k

n+ p
f−

1

n+pσ ≥ 0.
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Assumption 1.2. Let n ≥ 1 and 0 ≤ k ≤ n− 1 be integers. Let p ≥ n− 2k be a real number
and f(z) be a smooth, positive function on S

n. We assume that 0 < f < 2k−n if p = n− 2k,

and 0 < f < (2k + p− n)
2k+p−n

2 (n− k)n−k/(n+ p)
n+p

2 if p > n− 2k.

Theorem 1.1. Let n ≥ 2 and 1 ≤ k ≤ n − 1 be integers, and let p ≥ −n be a real number.
Assume that f is a positive, even function on S

n that satisfies Assumption 1.1. If p ≥ n−2k,
we assume in addition that f satisfies Assumption 1.2. Then the horospherical p-Christoffel-
Minkowski problem (1.2) admits a smooth, even and strictly horospherically convex solution.

Let us make the following remarks on the assumption of f in the above Theorem 1.1.

(1) When 1 ≤ k ≤ n− 1 and p > −n, the convexity assumption of f in Assumption 1.1 is
surprisingly the same as that of Theorem A, even though they are derived from two
different ways. The former one is obtained from the full rank theorem for the fully
nonlinear elliptic equation (1.2) that would be established in Theorem 5.1, and the
latter one was derived from the pinching estimates for a volume preserving curvature
flow (see [LX22, Prop. 7.1]). When k = n − 1 and p = −n, Theorem 1.1 reduces to
[Che24, Theorem 1.1].

(2) When p ≥ n − 2k, Assumption 1.2 of f is natural. By the work of Li-Xu [LX22] and
Hu-Wei-Zhou [HWZ23], the origin-centered geodesic spheres are the unique solutions
to equation (1.2) when p > −n, and they are also the unique even solutions to (1.2)
when p = −n. This means that, when p ≥ −n and f is a positive constant function
on S

n, the even solution ϕ to (1.2) must be a constant. Moreover, the argument in
[LX22, p. 99] has already classified all the solutions when f is constant. In particular,
(1.2) admits no h-convex solution either p = n − 2k and f ≡ c1 with c1 ≥ 2k−n, or

p > 2k − n and f ≡ c2 with c2 > (n − k)n−k(2k + p− n)
2k+p−n

2 /(n+ p)
n+p

2 .
(3) When 1 ≤ k ≤ n − 1 and p = −n, the evenness assumption of f in Theorem 1.1 is

natural. When k = n − 1 and p = −n, Espinar, Gálvez and Mira [EGM09] proved
a Kazdan-Warner type obstruction for equation (1.2) by showing the relationship
between this equation with the Nirenberg problem. Later, Li and Xu [LX22, Thm.
9.1] demonstrated this obstruction for the case that 0 ≤ k ≤ n − 1 and p = −n. In
particular, equation (1.2) admits no solution when 0 ≤ k ≤ n− 1, p = −n, and f is a
monotone rotationally symmetric function on S

n.

Let us also mention that the progress on the counterpart of Lp-Christoffel-Minkowski prob-
lem, which is the prescribed Lp Weingarten curvature problem: Given a smooth positive
function f on S

n, is there a closed, strictly convex hypersurface M in R
n+1 such that

pn−k(W(n−1(x))) = h1−pf−1 on S
n ?

Here n : M → Sn is the Gauss map of M, and W = (hji ) = (gjkhki) is the Weingarten matrix
at the point n−1(x) ∈ M. This is equivalent to

pn(D
2h+ hσ)

pk(D2h+ hσ)
= hp−1f on S

n. (1.4)

When k = 0, it is the well-known Lp Minkowski problem, which was put forward by Lutwak
[Lut93] in his seminal work on the Lp Brunn-Minkowski theory, see e.g., [CW06, GLW22,
HLYZ05, JLZ16, LYZ04] and a comprehensive survey by Böröczky [Bor23]. For 1 ≤ k ≤ n−1
and p = 1, the existence of the solution to (1.4) was first studied by Guan and Guan [GG02]
under some group-invariant assumption on f (e.g., f is even). For p > n−k+1 and without the
evenness assumption on f , the existence of a strictly convex solution to (1.4) was established
through an elliptic method by [GRW15], as well as a flow approach by [BIS21]. The existence
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of origin-symmetric strictly convex solution to (1.4) with p = n− k+1 and 1 < p < n− k+1
was recently proved by Lee [Lee24] and Hu-Ivaki [HI24], respectively.

The following question can be considered as the natural analog of the prescribed Lp-
Weingarten curvature problem in hyperbolic space:

Given a smooth positive function f on S
n, is there a smooth, strictly horospherically convex

hypersurface M satisfying equation

f(z) ϕ(n+p)pn−k(W(G−1(z))− σ) = 1? (1.5)

Here logϕ : Sn → R is the horospherical support function of M defined by (2.1), and G :
Mn → S

n is the horospherical Gauss map. Equation (1.5) can be equivalently rewritten as

pn(A[ϕ])

pk(A[ϕ])
= ϕk+pf(z) on S

n.

We call the above problem the prescribed p-shifted Weingarten curvature problem in hyper-
bolic space. When k = 0, it is the horospherical p-Minkowski problem proposed by Li and
Xu [LX22, Prob. 5.1], who also proved the existence of origin-symmetric solution for all
p ∈ (−∞,+∞) up to a constant [LX22, Thm. 7.2]. Note that

|Jac G| = (detA[ϕ])−1 = ϕ(z)npn(W(G−1(z)) − σ),

where |Jac G| denotes the determinant of the Jacobian of the horospherical Gauss map G.
Hence, equation (1.5) is called the prescribed horospherical surface area measure problem
when k = 0 and p = 0. For more recent progress on the horospherical p-Minkowski problem,
readers may refer to [Che23a, LW23, LWX23]. Another special case of equation (1.5) is
p = −n, which is called the prescribed shifted Weingarten curvature equation, was recently
studied by Chen [Che23b].

In the second part of this paper, we prove the existence result of the prescribed p-shifted
Weingarten curvature problem (1.5) for all 0 ≤ k ≤ n− 1 and p ≥ −n.

Theorem 1.2. Let n ≥ 2 and 1 ≤ k ≤ n − 1 be integers, and let p ≥ −n be a real number.
Assume that f(z) is a smooth, positive and even function on S

n. If p ≥ n− 2k, we assume in
addition that f satisfies Assumption 1.2. Then the prescribed p-shifted Weingarten curvature
problem (1.5) admits a smooth, even and strictly horospherically convex solution.

Remark 1.1. When p = −n, Theorem 1.2 reduces to Theorem 1.1 in [Che23b].

Just as the Lp Minkowski problem is the intersection of the Lp-Christoffel-Minkowski prob-
lem (1.1) and the prescribed Weingarten curvature problem (1.4) in Euclidean space, the horo-
spherical p-Minkowski problem is the intersection of the horospherical p-Christoffel-Minkowski
problem (1.2) and the prescribed p-shifted Weingarten curvature problem (1.5) in hyperbolic
space.

Theorem 1.3. Let n ≥ 2 be an integer. Let f(z) be a smooth, positive and even function on
S
n. Assume that one of the following conditions holds:

(1) −n ≤ p < n;
(2) p = n, assume that 0 < f < 2−n;

(3) p > n, assume that 0 < f < (p−n)
p−n
2 nn

(p+n)
p+n
2

.

Then the horospherical p-Minkowski problem (i.e. k = 0 in (1.2))

ϕ−ppn(A[ϕ]) = f on S
n

admits a smooth, even and strictly horospherically convex solution.
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Remark 1.2. By assuming f satisfies Assumption 1.2 when p ≥ n, Theorem 1.3 removes
the constant γ for the case p ≥ −n in [LX22, Thm. 7.2]. When −n ≤ p < n, Theorem 1.3
reduces to [Che23a, Thm. 1.3].

With the uniqueness result of the isotropic solution to horospherical p-Minkowski problem
in hyperbolic plane [LW24], we establish the following existence result.

Theorem 1.4. Let n = 1. Let f(z) be a smooth, positive and even function on S
1. Assume

that one of the following conditions holds:

(1) −7 ≤ p < 1;
(2) p = 1, assume that 0 < f < 2−1;

(3) p > 1, assume that 0 < f < (p−1)
p−1
2

(p+1)
p+1
2

.

Then the horospherical p-Minkowski problem in hyperbolic plane

ϕ−p

(

ϕθθ −
1

2

ϕ2
θ

ϕ
+
ϕ− ϕ−1

2

)

= f on S
1

admits a smooth, even and strictly horospherically convex solution.

Remark 1.3. The range of p in Theorem 1.4 is optimal in view of the invertiblity of the
linearized operator in degree theory, see Remark 6.2.

The paper is organized as follows. In Section 2, we will collect some basic properties of
horospherically convex hypersurfaces and elementary symmetric polynomials. In Section 3,
we will derive the a priori C2 estimates for h-convex solutions to equations (1.2) and (1.5).
In Section 4, we will establish a deformation lemma for equation (1.2), and then use it to
obtain a full rank theorem for (1.2) in Section 5. In Section 6, we will use the degree theory
for nonlinear elliptic operators to prove Theorems 1.1–1.4.

Acknowledgments. Y. Hu was supported by the National Key Research and Development
Program of China 2021YFA1001800, the NSFC Grant No.12101027 and the Fundamental Re-
search Funds for the Central Universities. H. Li was supported by NSFC Grant No.12471047.
The research leading to these results is part of a project that has received funding from the
European Research Council (ERC) under the European Union’s Horizon 2020 research and
innovation programme (grant agreement No 101001677).

2. Preliminaries

2.1. Horospherically convex hypersurfaces. Let (Sn, σ,D) denote the n-dimensional unit
sphere Sn equipped with its canonical metric σ and Levi-Civita connection D. The Minkowski
space R

n+1,1 is an (n+ 2)-dimensional vector space equipped with the Lorentzian metric

〈X,Y 〉 :=
n+1∑

i=1

xiyi − xn+2yn+2,

where X = (x1, . . . , xn+1, xn+2) and Y = (y1, . . . , yn+1, yn+2).

Let (Hn+1, ḡ, ∇̄) denote the (n+1)-dimensional hyperbolic space equipped with the metric
ḡ and Levi-Civita connection ∇̄. The hyperboloid model of the hyperbolic space Hn+1 is given
by

H
n+1 = {X = (x, xn+2) ∈ R

n+1,1 | 〈X,X〉 = −1, xn+2 > 0},
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where X = (x, xn+2) = (x1, x2, · · · , xn+1, xn+2). The horospheres are complete hypersurfaces
in H

n+1 with principal curvatures equal to 1 everywhere, and the set of horospheres can be
parameterized by S

n × R:

Hz(s) = {X ∈ H
n+1 | − 〈X, (z, 1)〉 = es}, z ∈ S

n, s ∈ R,

where s is the signed geodesic distance from the north pole N = (0, 1) to Hz(s), and z is called
the center of Hz(s). It is worth noting that, in the Poincaré ball model Bn+1 of the hyperbolic
space, the horosphere Hz(s) is a sphere tangential to ∂Bn+1 at z. Define the horo-ball Bz(s)
enclosed by Hz(s) as

Bz(s) = {X ∈ H
n+1 | − 〈X, (z, 1)〉 < es}, z ∈ S

n, s ∈ R.

Sometimes, it is also convenient to express the hyperbolic space H
n+1 as the warped product

(0,∞)× S
n equipped with the metric

ḡ = dr2 + sinh2 rσ,

where r is the geodesic distance to the north pole N = (0, 1). It is known that V = ∇̄ cosh r =
sinh r∂r is a conformal Killing field, i.e., ∇̄(sinh r∂r) = cosh rḡ.

A bounded domain Ω (as well as its boundary M = ∂Ω) in H
n+1 is called horospherically

convex (h-convex for short) if for each X ∈ M, there is a horosphere enclosing Ω and touching
Ω at X. When Ω is smooth, it is equivalent to the fact that the principal curvatures of M
are greater than or equal to 1. We call a smooth domain Ω (or M = ∂Ω) strictly h-convex if
the principal curvatures of M are greater than 1. A result of Curry [Cur89] shows that an
h-convex, complete, immersed hypersurface in hyperbolic space is necessarily embedded and,
if noncompact, it must be a horosphere. Therefore, any strictly h-convex hypersurface must
be closed and hence it is uniformly h-convex, which means that all the principal curvatures
exceed 1 + δ for some δ > 0.

Now we collect some definitions and properties related to h-convex hypersurfaces in hyper-
bolic space. We refer to [ACW21, Sect. 5], [LX22, Sect. 2], and [EGM09] for details. Let
(M, g) be a smooth, strictly h-convex hypersurface in H

n+1. Denote by ν the unit outward
normal of M. Then the horospherical Gauss map G : M → S

n is defined by the unique point
z = G(X) ∈ S

n such that

X − ν = e−λ(z, 1),

where λ ∈ R is the signed geodesic distance from N = (0, 1) to the horosphere tangential to
M at X in H

n+1. Note that the uniform h-convexity of M implies that the horospherical
Gauss map G is a diffeomorphism. The horospherical support function of M is then defined
by

u(z) := log(−〈G−1(z), (z, 1)〉), z ∈ S
n. (2.1)

Then λ(G−1(z)) = u(z). For convenience, we set ϕ(z) := eu(z). Denote by hij the second

fundamental form of M, and let hi
j = hilg

lj . Then

(
hi

j(G−1(z))− δi
j
)
Ajl[ϕ(z)] =

1

ϕ(z)
σil, ∀z ∈ S

n, (2.2)

where A[ϕ] is a symmetric 2-tensor on S
n defined by

A[ϕ] := D2ϕ−
1

2

|Dϕ|2

ϕ
σ +

1

2

(

ϕ−
1

ϕ

)

σ.

Hence, the strict h-convexity of M implies that A[ϕ] is positive definite on S
n. Conversely, for

any positive ϕ ∈ C2(Sn) with A[ϕ] > 0, we can recover the hypersurface M in H
n+1 through
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the embedding

S
n ∋ z 7→

ϕ

2
(−z, 1) +

(
|Dϕ|2

2ϕ
+

1

2ϕ

)

(z, 1) − (Dϕ, 0) ∈ H
n+1. (2.3)

Denote by κ = (κ1, . . . , κn) the principal curvatures of M, which are the eigenvalues of
the Weingarten matrix

(
hi

j
)
. Then the shifted principal curvature κ̃ = (κ̃1, . . . , κ̃n) = (κ1 −

1, . . . , κn − 1) are the eigenvalues of the matrix
(
hi

j − δi
j
)
. In view of (2.2), the matrix

(
hi

j(G−1(z))− δi
j
)
is the inverse matrix of ϕ(z)σjlAli[ϕ(z)].

Now, we derive some useful formulas for A[ϕ]. For simplicity, we take

ψ =
1

2

|Dϕ|2

ϕ
+

1

2

(

ϕ+
1

ϕ

)

. (2.4)

Then we have

Aij[ϕ] = ϕij + (ϕ− ψ)σij . (2.5)

In the following, we take an orthonormal basis and assume that Aij = Aij [ϕ] is diagonal at
the point where we calculate; that is, σij = δij and Aij = λiδij .

Lemma 2.1. We have

ψi =
ϕi

ϕ
Aii =

λiϕi

ϕ
, (2.6)

Aij,l −Ail,j = −
ϕl

ϕ
Allδij +

ϕj

ϕ
Ajjδil, (2.7)

ψii =
A2

ii

ϕ
+ (ψ − ϕ)

Aii

ϕ
− 2

ϕ2
i

ϕ2
Aii +

∑

l

ϕl

ϕ
Aii,l +

∑

l

ϕ2
l

ϕ2
All. (2.8)

and

Aii,αα −Aαα,ii =
∑

l

ϕl

ϕ
(Aii,l −Aαα,l) +

1

ϕ
(A2

ii −A2
αα)

+
ψ

ϕ
(Aii −Aαα)−

2

ϕ2
(Aiiϕ

2
i −Aααϕ

2
α).

(2.9)

Proof. Using the definition of ψ in (2.4), we have

ψi =
ϕlϕli

ϕ
−

1

2

|Dϕ|2

ϕ2
ϕi +

1

2

(

ϕi −
1

ϕ2
ϕi

)

=
ϕl

ϕ

(

ϕli −
1

2

|Dϕ|2

ϕ
δli +

1

2
(ϕ−

1

ϕ
)δli

)

=
ϕl

ϕ
Ali =

ϕi

ϕ
Aii =

λiϕi

ϕ
.

Thus we obtain (2.6). Then formula (2.7) follows from (2.6) and the well-known fact that
D(D2ϕ+ ϕσ) is a Codazzi tensor on S

n,

Aij,l −Ail,j = Dl(ϕij + ϕδij)− ψlδij −Dj(ϕil + ϕδil) + ψjδil

= −ψlδij + ψjδil

= −
ϕl

ϕ
Allδij +

ϕj

ϕ
Ajjδil.
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Using (2.6), for fixed index i we have,

ψii = Di

(
ϕl

ϕ
Ali

)

=
ϕli

ϕ
Ali −

ϕlϕiAli

ϕ2
+
ϕl

ϕ
Ali,i

=
ϕii

ϕ
Aii −

ϕ2
i

ϕ2
Aii +

∑

l

ϕl

ϕ
Ali,i.

(2.10)

By (2.5), we have

ϕii

ϕ
Aii =

A2
ii

ϕ
+

(
ψ

ϕ
− 1

)

Aii.

On the other hand, it follows from (2.7) that

∑

l

ϕl

ϕ
Ali,i =

∑

l

ϕl

ϕ

(

Aii,l −
ϕi

ϕ
Aiiδli +

ϕl

ϕ
All

)

=
∑

l

ϕlAii,l

ϕ
−
ϕ2
i

ϕ2
Aii +

∑

l

ϕ2
l

ϕ2
All.

Inserting the above two formulas into (2.10), we obtain (2.8). Note that

Aii,αα = ϕii,αα + ϕαα − ψαα,

Aαα,ii = ϕαα,ii + ϕii − ψii.

Using the Ricci identity for tensors on S
n, we have

ϕii,αα − ϕαα,ii = 2ϕii − 2ϕαα,

and thus
Aii,αα −Aαα,ii = (ϕii,αα − ϕαα,ii) + (ϕαα − ϕii) + ψii − ψαα

= ϕii − ϕαα + ψii − ψαα

= Aii −Aαα + ψii − ψαα.

The formula (2.9) follows by inserting (2.8) into the above formula. This completes the proof
of Lemma 2.1. �

2.2. Elementary symmetric polynomials. The kth elementary symmetric polynomial
Sk : Rn → R is defined by

Sk(λ) :=
∑

1≤i1<···<ik≤n

λi1 · · ·λik , k = 1, 2, . . . , n.

We also set S0 = 1 and Sk = 0 if either k < 0 or k > n by convention. This definition of Sk
can be extended to symmetric matrices A as follows (see [GM03, Prop. 2.2]): Let A = (Aij)
be an (n× n) symmetric matrix, Sk can be defined as

Sk(A) :=
1

k!

n∑

i1,...,ik=1
j1,...,jk=1

δj1...jki1...ik
Ai1j1 . . . Aikjk .

where δJI for the indices I = (i1, . . . , im) and J = (j1, . . . , jm) is defined as

δJI =







1, if I is an even permutation of J ;

− 1, if I is an odd permutation of J ;

0, otherwise.
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When A is diagonal, then Sk(A) = Sk(λ(A)), where λ(A) = (λ1, . . . , λn) are the eigenvalues
of the matrix A. Sometimes it is useful to express the derivatives of Sk explicitly (see [GM03,
Prop. 2.2]):

Sij
k (A) :=

∂Sk(A)

∂Aij
=

1

(k − 1)!

n∑

i1,...,ik−1=1
j1,...,jk−1=1

δ
jj1...jk−1

ii1...ik−1
Ai1j1 . . . Aik−1jk−1

,

Sij,rs
k (A) :=

∂2Sk(A)

∂Aij∂Ars
=

1

(k − 2)!

n∑

i1,...,ik−2=1
j1,...,jk−2=1

δ
jsj1...jk−2

iri1...ik−2
Ai1j1 . . . Aik−2jk−2

,

When A is diagonal, Sij
k (A) is diagonal with

Sij
k (A) =

{
Sk−1(A|i), if i = j,

0, otherwise,

and

Sij,rs
k (A) =







Sk−2(A|ir), if i = j, r = s, i 6= r,

− Sk−2(A|ij), if i = s, j = r, i 6= j,

0, otherwise.

(2.11)

Here Sk−1(A|i) is the symmetric function with λi = 0, and Sk−2(A|ij) is the symmetric
function with λi = λj = 0.

Let F denote a symmetric, smooth functions of the eigenvalues of (Ai
j) = (σjkAij) or as

depending on A = (Aij) and the spherical metric σ = (σij),

F = F (λi) = F (Ai
j) = F (σ,A)

Denote by

F j
i :=

∂F

∂Aj
i
, F ij :=

∂F

∂Aij
, F ij,kl :=

∂2F

∂Aij∂Akl
.

We collect some basic formulas for the elementary symmetric polynomial Sk (1 ≤ k ≤ n).

Lemma 2.2. [Gua13] For any integer 1 ≤ k ≤ n, we have
∑

i,j

(Sk)
j
i (A)δj

i = (n− k + 1)Sk−1(A), (2.12)

∑

i,j

(Sk)
j
i (A)Aj

i = kSk(A), (2.13)

∑

i,j

(Sk)
j
i (A)Aj

kAk
i = S1(A)Sk(A)− (k + 1)Sk+1(A). (2.14)

Define the G̊arding cone by

Γm := {x ∈ R
n : Si(x) > 0, 1 ≤ i ≤ m}, m = 1, . . . , n.

Equivalently, Γm is the connected component of {x : Sm(x) > 0} ⊂ Rn which contains the
positive cone Γn = {x ∈ R

n : xi > 0, 1 ≤ i ≤ n}. The normalized k-th elementary symmetric

polynomial pk is defined by pk(λ) =
(n
k

)−1
Sk(λ) for all 1 ≤ k ≤ n, and p0 = 1 and pk = 0 if

either i < 0 or i > n by convention.

We assume that F is a strictly increasing, homogeneous of degree one, and concave function
of λ(A) in some open cone Γ ⊂ R

n containing the positive cone Γn, and it is normalized that
F (1, . . . , 1) = 1. Then we have

F ij > 0, F ijAij = F, F ij,kl ≤ 0,
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and
∑

F ii ≥ 1.

It is well known that if the above F is chosen as p
1/(n−k)
n−k and (pn/pk)

1/(n−k), then the corre-
sponding open cones Γ ⊂ R

n are Γn−k and Γn, respectively. We refer to [Ger06b, Chap. 2]
for a detailed account and common properties of F .

3. A priori estimates

Throughout this section, we consider the positive, even solution ϕ ∈ C2(Sn) to the following
equation:

F (A[ϕ]) = ϕqf
1

n−k , q :=
n+ p

n− k
− 1, (3.1)

where F = p
1/(n−k)
n−k or F = (pn/pk)

1/(n−k), and f is a smooth positive function on S
n that

satisfies Assumption 1.2 when q ≥ 1 (i.e. p ≥ n − 2k). Moreover, if F = p
1/(n−k)
n−k , we

assume that A[ϕ] ∈ Γn−k ∩ Γn; With the help of the full rank theorem (Theorem 5.1), this
equation (3.1) corresponds to the horospherical p-Christoffel-Minkowski problem (1.2). If

F = (pn/pk)
1/(n−k), we assume that A[ϕ] ∈ Γn; This equation (3.1) corresponds to the

prescribed p-shifted Weingarten curvature problem (1.5).

The horospherical support function u(z) of an h-convex domain Ω is defined by

u(z) = inf{s ∈ R : Ω ⊂ Bz(s)}, z ∈ S
n,

which is exactly (2.1) when ∂Ω is smooth and strictly h-convex. It was proved in [LX22,
Prop. 2.1] that logϕ is the horospherical support function of a non-empty, h-convex domain
Ω := ∩z∈SnBz (logϕ(z)) when A[ϕ] is positive semi-definite on S

n. And it was proved in
[LX22, Cor. 2.3] that the map X : Sn → ∂Ω given by (2.3) is surjective. If ϕ is in addition
even on S

n, i.e., ϕ(z) = ϕ(−z) for all z ∈ S
n, then we have that ϕ ≥ 1 on S

n as N = (0, 1) ∈ Ω.
Moreover, if ϕ(z0) = 1 for some z0 ∈ S

n then ϕ(z) ≡ 1, A[ϕ(z)] ≡ 0, and ∩z∈SnBz(logϕ(z)) is
exactly the point (0, 1) ∈ H

n+1. Hence we can assume that ϕ(z) > 1 in the a priori estimate.
By using X(z1) ∈ Bz (logϕ(z)), ∀z ∈ S

n, where z1 is a maximum point of ϕ on S
n, and the

origin-symmetry of Ω, it was proved in [LX22, Lem. 7.2] that

cosh (logϕmax) ≤ ϕmin, (3.2)

where
ϕmax := max

z∈Sn
ϕ(z), ϕmin := min

z∈Sn
ϕ(z).

Then, as an application of the above (3.2), it was proved in [LX22, Lem. 7.3] that

|D logϕ(z)| < 1, ∀ z ∈ S
n. (3.3)

Note that the Assumption 1.2 on f can be reformulated as follows: assume 0 < f < 2k−n

when q = 1, and assume 0 < f < ( (q+1)
q+1
2

(q−1)
q−1
2

)k−n when q > 1.

Lemma 3.1 (C0-estimate). We have

1 +
1

C
≤ ϕ ≤ C, (3.4)

where C > 0 is a constant depending only on n, k, p, fmin and ‖f‖C0 .
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Proof. For simplicity, we define the function ξq : (1,+∞) → R+ by

ξq(t) = 2tq(t− t−1)−1. (3.5)

Assume that ϕ attains its maximum at z1 ∈ S
n. Then at z1, we have ϕ = ϕmax, Dϕ = 0 and

D2ϕ ≤ 0. Thus, at the point z1,

(fmin)
− 1

n−k ≥ ϕq
maxF

−1 ≥ 2ϕq
max

(
ϕmax − ϕ−1

max

)−1
= ξq(ϕmax).

Similarly, at a minimum point z2 ∈ S
n of ϕ, we have

(fmax)
− 1

n−k ≤ ϕq
minF

−1 ≤ 2ϕq
min

(
ϕmin − ϕ−1

min

)−1
= ξq(ϕmin).

(1) If q < 1, then ξq(t) is strictly decreasing with ξq(1
+) = +∞ and ξq(+∞) = 0. Thus, we

have

ϕmax ≥ ξ−1
q ((fmin)

− 1

n−k ), ϕmin ≤ ξ−1
q ((fmax)

− 1

n−k ).

(2) If q = 1, then ξq(t) is strictly decreasing with ξq(1
+) = +∞ and ξq(+∞) = 2. Since we

assume 0 < f < 2k−n in this case, it holds that

ϕmax ≥ ξ−1
q ((fmin)

− 1

n−k ), ϕmin ≤ ξ−1
q ((fmax)

− 1

n−k ).

(3) If q > 1, then ξq(t) is strictly decreasing on (1,
√

q+1
q−1 ], and it is strictly increasing on

[
√

q+1
q−1 ,∞). Moreover, ξq(1

+) = ∞, ξq(
√

q+1
q−1) = (q+1)

q+1
2

(q−1)
q−1
2

and ξq(+∞) = ∞. Denote

by ξ−1
q,− and ξ−1

q,+ the inverse function of ξq on the interval (1,
√

q+1
q−1 ] and [

√
q+1
q−1 ,∞)

respectively. Since we assume that 0 < f <

(

(q+1)
q+1
2

(q−1)
q−1
2

)k−n

in this case, it holds that

• If ϕmax ≤
√

q+1
q−1 , then

ϕmax ≥ ξ−1
q,−((fmin)

− 1

n−k ), ϕmin ≤ ξ−1
q,−((fmax)

− 1

n−k );

• If ϕmin ≥
√

q+1
q−1 , then

√
q + 1

q − 1
≤ ϕmin ≤ ϕmax ≤ ξ−1

q,+((fmin)
− 1

n−k );

• If ϕmin ≤
√

q+1
q−1 ≤ ϕmax, then

ϕmin ≤ ξ−1
q,−((fmax)

− 1

n−k ),

√
q + 1

q − 1
≤ ϕmax ≤ ξ−1

q,+((fmin)
− 1

n−k ).

Then by (3.2), there exists a constant C > 0 such that

1 +
1

C
≤ ϕ ≤ C.

We complete the proof of Lemma 3.1. �

Combining Lemma 3.1 with the estimate (3.3), we obtain the following a priori C1-estimates.

Lemma 3.2 (C1-estimate). We have

|Dϕ| ≤ C, (3.6)

where C > 0 is a constant depending only on n, k, p, fmin and ‖f‖C0 .
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Lemma 3.3 (C2-estimate). We have

‖ϕ‖C2 ≤ C, (3.7)

where C > 0 is a constant depending only on n, k, p, fmin and ‖f‖C2 .

Proof. It follows from A[ϕ] ≥ 0, the C0 and C1 estimates of ϕ in (3.4) and (3.6) that D2ϕ ≥
−C. Note again that A[ϕ] is positive semi-definite. Then

D2ϕ ≤ A[ϕ] + C ≤ trA[ϕ] + C ≤ ∆ϕ+ C.

Consequently, we have

−C ≤ D2ϕ ≤ ∆ϕ+ C. (3.8)

Hence, in order to prove ‖ϕ‖C2 ≤ C, it suffices to show that ∆ϕ ≤ C.

Assume that ∆ϕ attains its maximum at z0 ∈ S
n. Without loss of generality, we assume

that ∆ϕ(z0) ≥ 1. Take a normal coordinate system on Sn around z0 such that σij = δij and
that D2ϕ is diagonal at z0. Consequently, F ij and Aij [ϕ] are both diagonal at z0. Then, at
z0 we have

(∆ϕ)i = 0, (∆ϕ)ij ≤ 0.

Since F is increasing and homogeneous of degree one, using the Ricci identity, at z0 we have

0 ≥ F ii(∆ϕ)ii

= F ii (∆(ϕii) + 2∆ϕ− 2nϕii)

= F ii∆(Aii[ϕ]) +
∑

F ii∆

(
1

2

|Dϕ|2

ϕ
−

1

2

(

ϕ−
1

ϕ

))

+ 2
∑

F ii∆ϕ− 2nF iiϕii

= F ii∆(Aii[ϕ]) +
∑

F ii∆

(
1

2

|Dϕ|2

ϕ
−

1

2

(

ϕ−
1

ϕ

))

+ 2
∑

F ii∆ϕ

− 2nF iiAii[ϕ]− 2n
∑

F ii

(
1

2

|Dϕ|2

ϕ
−

1

2

(

ϕ−
1

ϕ

))

≥ F ii∆(Aii[ϕ]) +
1

2

∑

F ii∆
|Dϕ|2

ϕ
− 2nϕqf

1

n−k −
∑

F ii (C∆ϕ+ C) ,

(3.9)

where C is a constant depending only on n, k, q, ‖f‖C0 and fmin.

For the first term on the RHS of (3.9), the concavity of F implies

∆F = F ij∆Aij [ϕ] + F ij,kl〈DAij [ϕ],DAkl[ϕ]〉 ≤ F ii∆Aii[ϕ].

On the other hand, equation (3.1) yields

∆F = ∆(ϕqf
1

n−k ) ≥ −C∆ϕ− C,

where C is a positive constant depending only on n, k, q, ‖f‖C2 . Thus, we obtain

F ii∆(Aii[ϕ]) ≥ −C∆ϕ− C. (3.10)
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Now we estimate 1
2∆

|Dϕ|2

ϕ . A direct calculation at z0 yields

1

2
∆
|Dϕ|2

ϕ
=

|D2ϕ|2

ϕ
+
ϕi(∆ϕ)i

ϕ
+ (n − 1)

|Dϕ|2

ϕ

− 2
ϕijϕiϕj

ϕ2
−

1

2

|Dϕ|2

ϕ2
∆ϕ+

|Dϕ|4

ϕ3
,

≥
1

C
(∆ϕ)2 − C∆ϕ− C,

(3.11)

where we used |D2ϕ|2 ≥ (∆ϕ)2/n, (∆ϕ)i(z0) = 0 and (3.8). Substituting (3.10) and (3.11)
into (3.9), and noting that

∑
F ii ≥ 1, we have

0 ≥
1

C
(∆ϕ)2 − C∆ϕ− C.

Thus we have ∆ϕ ≤ C and then ‖ϕ‖C2 ≤ C. We complete the proof of Lemma 3.3. �

Lemma 3.4. Let F = (pn/pk)
1/(n−k). Then

A[ϕ] ≥ C,

where C > 0 is a constant depending only on n, k, q, fmin and ‖f‖C2 . Therefore, the associated
operator F klDkDl is uniformly elliptic at ϕ.

Proof. It follows from the Newton-MacLaurin inequality and equation (3.1) that

p
1

n
n (A[ϕ]) ≥

(
pn(A[ϕ])

pk(A[ϕ])

) 1

n−k

= ϕqf
1

n−k ≥
1

C
.

On the other hand, the uniform upper bound of A[ϕ] follows from (3.7). So we have A[ϕ] ≥ C.
Thus, the operator F klDkDl is uniformly elliptic at ϕ. �

Lemma 3.5. Let F = p
1/(n−k)
n−k . Then the associated operator F klDkDl is uniformly elliptic

at ϕ.

Proof. Note that F (A[ϕ]) = p
1/(n−k)
n−k (A[ϕ]) = ϕqf

1

n−k ≥ C > 0 follows from the C0-estimate
(3.4) of ϕ and fmin. This together with the upper bound of A[ϕ], implies that the eigenvalues
of A[ϕ] lie in a compact subset of the cone Γk. Thus, the operator F klDkDl is uniformly
elliptic at ϕ. �

By Lemma 3.4 and Lemma 3.5 and the a priori C2 estimates in (3.7), the higher order
derivative estimates of ϕ follows from the Hölder estimate of Krylov-Evans [Kry82] and the
Schauder theory [GT01].

Theorem 3.1. Let F = (pn/pk)
1/(n−k) or F = p

1/(n−k)
n−k . For any integer l ≥ 2, there exists

a constant C > 0 depending only on n, k, p, fmin and ‖f‖Cl,α such that

‖ϕ‖Cl+2,α ≤ C. (3.12)

4. A deformation lemma

In this section, we establish the key deformation lemma (Lemma 4.1), which will be used to
prove the full rank theorem (Theorem 5.1) to ensure that the strict h-convexity is preserved
along a homotopic path when we prove the mains theorems using the degree method.
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Lemma 4.1 (Deformation lemma). Let O ⊂ S
n be an open subset. Suppose ϕ ∈ C4(O) is a

solution of
Sk(A[ϕ(z)]) = ϕn+p−kf(z) (4.1)

in O, and that the matrix A[ϕ] is positive semi-definite. Suppose there is a positive constant
C0 > 0 such that for a fixed integer k ≤ ℓ ≤ n − 1, Sℓ(A[ϕ(z)]) ≥ C0 for all z ∈ O. Let
φ(z) = Sℓ+1(A[ϕ(z)]) and let τ(z) be the largest eigenvalue of the matrix

−D2(f−
1

k )−
2(k − p− n)

k
d(f−

1

k )d log ϕ

+ 〈Df−
1

k ,D logϕ〉σ +
(k − p− n)(n+ p)

k2
f−

1

k (d log ϕ)2

−

(
n+ p

2k

|Dϕ|2

ϕ2
+
n+ p

2k
+

2k − p− n

2k

1

ϕ2

)

f−
1

kσ.

Then there are constants C1, C2 depending only on ||ϕ||C3 , ||f ||C2 , n, k, p and C0, such that
the differential inequality

n∑

α,β=1

Sαβ
k φαβ(z) ≤ k(n− ℓ)ϕn+p−kf

k+1

k Sℓ(A[ϕ])τ(z) +C1|Dφ(z)|+ C2φ(z)

holds in O.

Following the notations of [CF85] and [GM03], for two functions A(z), B(z) defined in an
open set O ⊂ S

n, z ∈ O, we say that A(z) . B(z) if there exist positive constants c1 and c2
depending only on ||ϕ||C3 , ||f ||C2 , n, k, p and C0 such that

(A− B)(z) ≤ (c1|Dφ|+ c2φ)(z),

where φ(z) = Sℓ+1(A[ϕ(z)]). We also write A(z) ∼ B(z) if A(z) . B(z) and B(z) . A(z). For
any z ∈ O fixed, we choose a local orthonormal frame {e1, . . . , en} so that the matrix A[ϕ] is
diagonal at z, and let λ1 ≥ · · · ≥ λn be its eigenvalues. Since Sℓ(A[ϕ]) ≥ C0 and A[ϕ] ≥ 0,
there exists a positive constant C depending on ‖ϕ‖C3 , ‖f‖C2 , n and C0 such that

λ1 ≥ · · · ≥ λℓ ≥ C ≥ λℓ+1 ≥ · · · ≥ λn ≥ 0. (4.2)

Let G = {1, 2, . . . , ℓ} and B = {ℓ+ 1, . . . , n} be the “good” and “bad” sets of indices respec-
tively. It follows from (4.2) that

0 ∼ φ(z) = Sℓ+1(λ) =
∑

1≤i1<···<iℓ+1≤n

λi1 · · ·λiℓ+1
∼ Sℓ(G)

(
∑

i∈B

λi

)

∼

(
∑

i∈B

λi

)

.

So we have
λi ∼ 0, ∀ i ∈ B. (4.3)

This yields that

• For any m ≥ ℓ+ 1, we have
Sm(A) ∼ 0. (4.4)

• For any 1 ≤ m ≤ ℓ, we have

Sm(A) ∼ Sm(G), Sm(A|j) ∼

{

Sm(G|j), j ∈ G;

Sm(G), j ∈ B.
(4.5)

and

Sm(A|ij) ∼







Sm(G|ij), i, j ∈ G;

Sm(G|j), i ∈ B, j ∈ G;

Sm(G), i, j ∈ B, i 6= j.

(4.6)
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We also set S−1 = 0 and S0 = 1 by convention.
• For all i, j ∈ G with i 6= j,

Sℓ(A|i) ∼ 0, Sℓ−1(A|ij) ∼ 0. (4.7)

Then by (4.5) and (4.7), we have

0 ∼ φ,α = Sij
ℓ+1Aij,α =

∑

i

Sℓ(A|i)Aii,α ∼ Sℓ(G)
∑

i∈B

Aii,α.

In view of C ≥ Sℓ(A) ≥ C0 and Sℓ(A) ∼ Sℓ(G), we get
∑

i∈B

Aii,α ∼ 0, ∀ α, (4.8)

and thus,

∑

i,j∈B
i 6=j

Aii,αAjj,α =

(
∑

i∈B

Aii,α

)2

−
∑

i∈B

A2
ii,α ∼ −

∑

i∈B

A2
ii,α. (4.9)

For convenience, we denote F = Sk(A) in this section.

Lemma 4.2. It holds that
∑

α

Fααφαα ∼
∑

i,α

FααSℓ(A|i)Aii,αα

− Sℓ−1(G)

(
∑

α∈G
i,j∈B

Sk−1(G|α)A
2
ij,α +

∑

α,i,j∈B

Sk−1(G)A
2
ij,α

)

− 2

(
∑

α,i∈G
j∈B

Sℓ−1(G|i)Sk−1(G|α)A
2
ij,α +

∑

i∈G
α,j∈B

Sℓ−1(G|i)Sk−1(G)A
2
ij,α

)

.

(4.10)

Proof. Differentiating φ(z) = Sℓ+1(A[ϕ]) twice gives

φαα = Sij
ℓ+1Aij,αα + Sij,rs

ℓ+1 Aij,αArs,α

=
∑

i

Sℓ(A|i)Aii,αα + Sij,rs
ℓ+1 Aij,αArs,α.

Using (2.11), we have

Sij,rs
ℓ+1 Aij,αArs,α =

∑

i 6=r

Sℓ−1(A|ir)Aii,αArr,α −
∑

i 6=j

Sℓ−1(A|ij)A
2
ij,α

=

(

2
∑

i∈B
j∈G

+
∑

i,j∈B
i 6=j

+
∑

i,j∈G
i 6=j

)

Sℓ−1(A|ij)(Aii,αAjj,α −A2
ij,α).

(4.11)

It follows from (4.6), (4.7), (4.8) and (4.9) that

∑

i∈B
j∈G

Sℓ−1(A|ij)Aii,αAjj,α ∼




∑

j∈G

Sℓ−1(G|j)Ajj,α




∑

i∈B

Aii,α ∼ 0, (4.12)

−
∑

i∈B
j∈G

Sℓ−1(A|ij)A
2
ij,α ∼ −

∑

i∈B
j∈G

Sℓ−1(G|j)A
2
ij,α,

(4.13)
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∑

i,j∈G
i 6=j

Sℓ−1(A|ij)(Aii,αAjj,α −A2
ij,α) ∼ 0,

(4.14)

∑

i,j∈B
i 6=j

Sℓ−1(A|ij)(Aii,αAjj,α −A2
ij,α) ∼ Sℓ−1(G)

∑

i,j∈B
i 6=j

(Aii,αAjj,α −A2
ij,α)

∼ −Sℓ−1(G)

(
∑

i∈B

A2
ii,α +

∑

i,j∈B
i 6=j

A2
ij,α

)

∼ −Sℓ−1(G)
∑

i,j∈B

A2
ij,α.

(4.15)

Substituting (4.12), (4.13), (4.14) and (4.15) into (4.11), we obtain

Sij,rs
ℓ+1 Aij,αArs,α ∼ −2

∑

i∈B
j∈G

Sℓ−1(G|j)A
2
ij,α −

∑

i,j∈B

Sℓ−1(G)A
2
ij,α.

Since F = Sk(A), it follows from (4.5) that

Fαα ∼

{

Sk−1(G|α), α ∈ G,

Sk−1(G), α ∈ B.

Contracting φαα with Fαα, we then have
∑

α

Fααφαα

=
∑

α

Fαα(Sii
ℓ+1Aii,αα + Sij,rs

ℓ+1 Aij,αArs,α)

∼
∑

α,i

FααSℓ(A|i)Aii,αα − Sℓ−1(G)
∑

α

∑

i,j∈B

FααA2
ij,α − 2

∑

α

∑

i∈G
j∈B

Sℓ−1(G|i)F
ααA2

ij,α

∼
∑

α,i

FααSℓ(A|i)Aii,αα − Sℓ−1(G)

(
∑

α∈G
i,j∈B

Sk−1(G|α)A
2
ij,α +

∑

α,i,j∈B

Sk−1(G)A
2
ij,α

)

− 2

(
∑

α,i∈G
j∈B

Sℓ−1(G|i)Sk−1(G|α)A
2
ij,α +

∑

i∈G
α,j∈B

Sℓ−1(G|i)Sk−1(G)A
2
ij,α

)

.

This completes the proof of Lemma 4.2. �

By commuting the covariant derivatives and using some basic properties of the elementary
symmetric polynomials, we convert (4.10) into the following useful form.

Lemma 4.3. Denote F (A) = Sk(A[ϕ]) = h(z). Then
∑

α

Fααφαα ∼ I1 + I2 + I3 + I4 + I5,

where

I1 := Sℓ(G)
∑

i∈B

(

hii − 〈
Dϕ

ϕ
,Dh〉 −

ψ

ϕ
kh−

1

ϕ
(S1(G)h − (k + 1)Sk+1(G))

)

+
2

ϕ2

∑

α∈G
i∈B

Sℓ(G)Sk−1(G|α)Aααϕ
2
α, (4.16)
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I2 := −
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)Aαα,iAββ,i −
∑

α∈G
i,β∈B

Sℓ−1(G)Sk−1(G|α)A
2
iβ,α

−
∑

α,β∈G
i∈B

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α, (4.17)

I3 :=
∑

i,α,β∈B

Sℓ(G)Sk−2(G)A
2
αβ,i −

∑

α,i,β∈B

Sℓ−1(G)Sk−1(G)A
2
iβ,α, (4.18)

I4 :=
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)A
2
αβ,i −

∑

α,β∈G
i∈B

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α, (4.19)

I5 := 2
∑

α∈G
i,β∈B

Sℓ(G)Sk−2(G|α)A
2
αβ,i − 2

∑

α∈G
i,β∈B

Sℓ−1(G|α)Sk−1(G)A
2
iα,β . (4.20)

Proof. Differentiating both sides of the equation F = Sk(A[ϕ(z)]) = h(z) and using (4.8), we
have

hi =
∑

α

FααAαα,i =
∑

α∈G

Sk−1(G|α)Aαα,i + Sk−1(G)
∑

α∈B

Aαα,i

∼
∑

α∈G

Sk−1(G|α)Aαα,i.

Using (2.11), we get

hii = FαβAαβ,ii + Fαβ,µγAαβ,iAµγ,i

=
∑

α

FααAαα,ii +
∑

α6=β

Sk−2(A|αβ)Aαα,iAββ,i −
∑

α6=β

Sk−2(A|αβ)A
2
αβ,i.

Then by (4.6), (4.8) and (4.9) we have
∑

α

FααAαα,ii

= hii −
∑

α6=β

Sk−2(A|αβ)Aαα,iAββ,i +
∑

α6=β

Sk−2(A|αβ)A
2
αβ,i

∼ hii −
∑

α,β∈G
α6=β

Sk−2(G|αβ)Aαα,iAββ,i −
∑

α,β∈B
α6=β

Sk−2(G)Aαα,iAββ,i

+
∑

α6=β

Sk−2(G|αβ)A
2
αβ,i

∼ hii −
∑

α,β∈G
α6=β

Sk−2(G|αβ)Aαα,iAββ,i + Sk−2(G)
∑

α∈B

A2
αα,i

+
∑

α6=β

Sk−2(G|αβ)A
2
αβ,i.

(4.21)

Now we begin to convert (4.10). For the first term on the RHS of (4.10), we use the commu-
tative formula (2.9) to derive

∑

i,α

FααSℓ(A|i)Aii,αα =
∑

i,α

FααSℓ(A|i)

(

Aαα,ii +
∑

l

ϕl

ϕ
(Aii,l −Aαα,l) + Tiα

)

,
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where

Tiα :=
1

ϕ
(A2

ii −A2
αα) +

ψ

ϕ
(Aii −Aαα)−

2

ϕ2
(Aiiϕ

2
i −Aααϕ

2
α). (4.22)

To proceed further, it follows from (2.12), (4.7) and (4.8) that

∑

i,α

FααSℓ(A|i)

(
∑

l

ϕl

ϕ
(Aii,l −Aαα,l)

)

=
∑

α

Fαα
∑

i,l

ϕl

ϕ
Sℓ(A|i)Aii,l −

∑

i

Sℓ(A|i)
∑

α,l

ϕl

ϕ
FααAαα,l

∼
∑

α

Fαα
∑

l

ϕl

ϕ
Sℓ(G)

(
∑

i∈B

Aii,l

)

− (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉

∼ − (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉.

Then we get

∑

i,α

FααSℓ(A|i)Aii,αα ∼
∑

i,α

FααSℓ(A|i) (Aαα,ii + Tiα)− (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉. (4.23)

Plugging (4.21) into the above formula (4.23) and using (4.7), we obtain

∑

i,α

FααSℓ(A|i)Aii,αα ∼
∑

i

Sℓ(A|i)hii −
∑

i

∑

α,β∈G
α6=β

Sℓ(A|i)Sk−2(G|αβ)Aαα,iAββ,i

+
∑

i,α

FααSℓ(A|i)Tiα + Sk−2(G)
∑

i

∑

α∈B

Sℓ(A|i)A
2
αα,i

+
∑

i

∑

α6=β

Sℓ(A|i)Sk−2(G|αβ)A
2
αβ,i − (n− ℓ)Sℓ(G)〈

Dϕ

ϕ
,Dh〉

∼ Sℓ(G)
∑

i∈B

hii −
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)Aαα,iAββ,i

+
∑

i,α

FααSℓ(A|i)Tiα + Sℓ(G)Sk−2(G)
∑

i,α∈B

A2
αα,i

+
∑

i∈B

(
∑

α,β∈G
α6=β

+2
∑

α∈G
β∈B

+
∑

α,β∈B
α6=β

)

Sℓ(G)Sk−2(G|αβ)A
2
αβ,i

− (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉.

(4.24)
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Inserting (4.24) into (4.10), we get
∑

α

Fααφαα ∼ Sℓ(G)
∑

i∈B

hii +
∑

i,α

FααSℓ(A|i)Tiα − (n − ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉

+ Sℓ(G)Sk−2(G)
∑

i,α∈B

A2
αα,i +

∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)A
2
αβ,i

+ 2
∑

α∈G
i,β∈B

Sℓ(G)Sk−2(G|α)A
2
αβ,i +

∑

i,α,β∈B
α6=β

Sℓ(G)Sk−2(G)A
2
αβ,i

−
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)Aαα,iAββ,i −
∑

α∈G
i,j∈B

Sℓ−1(G)Sk−1(G|α)A
2
ij,α

−
∑

α,i,j∈B

Sℓ−1(G)Sk−1(G)A
2
ij,α − 2

∑

α,i∈G
j∈B

Sℓ−1(G|i)Sk−1(G|α)A
2
ij,α

− 2
∑

i∈G
α,j∈B

Sℓ−1(G|i)Sk−1(G)A
2
ij,α.

By changing the indices and rearranging the terms properly, we finally obtain
∑

α

Fααφαα ∼ Sℓ(G)
∑

i∈B

hii +
∑

i,α

FααSℓ(A|i)Tiα − (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉

− Sℓ(G)
∑

i∈B
α,β∈G
α6=β

Sk−2(G|αβ)Aαα,iAββ,i − Sℓ−1(G)
∑

α∈G
i,β∈B

Sk−1(G|α)A
2
iβ,α

︸ ︷︷ ︸

I2

−
∑

α,β∈G
i∈B

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α

︸ ︷︷ ︸

I2

+ Sℓ(G)Sk−2(G)
∑

i,α,β∈B

A2
αβ,i − Sℓ−1(G)Sk−1(G)

∑

α,i,β∈B

A2
iβ,α

︸ ︷︷ ︸

I3

+ Sℓ(G)
∑

i∈B
α,β∈G
α6=β

Sk−2(G|αβ)A
2
αβ,i −

∑

α,β∈G
i∈B

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α

︸ ︷︷ ︸

I4

+ 2Sℓ(G)
∑

α∈G
i,β∈B

Sk−2(G|α)A
2
αβ,i − 2Sk−1(G)

∑

α∈G
β,i∈B

Sℓ−1(G|α)A
2
iα,β

︸ ︷︷ ︸

I5

.

To complete the proof, it remains to show that

I1 ∼ Sℓ(G)
∑

i∈B

hii +
∑

i,α

FααSℓ(A|i)Tiα − (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉.
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Using (4.22), (2.12), (2.13) and (2.14), we have
∑

i,α

FααSℓ(A|i)Tiα =
1

ϕ

∑

α

Fαα
∑

i

Sℓ(A|i)A
2
ii −

1

ϕ

∑

i

Sℓ(A|i)
∑

α

FααA2
αα

+
ψ

ϕ

∑

α

Fαα
∑

i

Sℓ(A|i)Aii −
ψ

ϕ

∑

i

Sℓ(A|i)
∑

α

FααAαα

−
2

ϕ2

∑

α

Fαα
∑

i

Sℓ(A|i)Aiiϕ
2
i +

2

ϕ2

∑

i

Sℓ(A|i)
∑

α

FααAααϕ
2
α

= (n− k + 1)Sk−1(A)

(
1

ϕ
(S1(A)Sℓ+1(A)− (ℓ+ 2)Sℓ+2(A))

+
ψ

ϕ
(ℓ+ 1)Sℓ+1(A)−

2

ϕ2

∑

i

Sℓ(A|i)Aiiϕ
2
i

)

− (n− ℓ)Sℓ(A)

(
1

ϕ
(S1(A)Sk(A)− (k + 1)Sk+1(A))

+
ψ

ϕ
kSk(A)−

2

ϕ2

∑

α

FααAααϕ
2
α

)

.

It follows from (4.3), (4.4) and (4.7) that

Sℓ+1(A) ∼ Sℓ+2(A) ∼ 0,

Sℓ(A|i)Aii ∼ 0, ∀ i.

Hence, we get

∑

i,α

FααSℓ(A|i)Tiα ∼ − (n− ℓ)Sℓ(G)

(
1

ϕ
(S1(G)Sk(G)− (k + 1)Sk+1(G))

+
ψ

ϕ
kSk(G)−

2

ϕ2

∑

α

FααAααϕ
2
α

)

.

Recall that Fαα ∼ Sk−1(G|α) for any α ∈ G, and Aαα ∼ 0 for any α ∈ B. Also note that
(n− ℓ) =

∑

i∈B 1. Then we have

Sℓ(G)
∑

i∈B

hii +
∑

i,α

FααSℓ(A|i)Tiα − (n− ℓ)Sℓ(G)〈
Dϕ

ϕ
,Dh〉

∼ Sℓ(G)
∑

i∈B

(

hii − 〈
Dϕ

ϕ
,Dh〉 −

ψ

ϕ
kh−

1

ϕ
(S1(G)h − (k + 1)Sk+1(G))

)

− Sℓ(G)
∑

i∈B

(

−
2

ϕ2

∑

α∈G

Sk−1(G|α)Aααϕ
2
α

)

= I1.

This completes the proof of Lemma 4.3. �

In the next step, we estimate
∑

α F
ααφαα from above. In the following, we will commute

the indices in the 3-tensor DA several times, which should be handled carefully as A[ϕ] is
not a Codazzi tensor by (2.7). Fortunately, we will show that tensor DA is very close to a
Codazzi tensor under the equivalence ‘∼’ in many cases.

By the symmetry of A[ϕ] and (2.7), we have

Aiβ,α −Aαβ,i = Aβi,α −Aβα,i = −
ϕα

ϕ
Aααδiβ +

ϕi

ϕ
Aiiδαβ .
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Then by (4.3), for i, α ∈ B we have

A2
αβ,i −A2

iβ,α = (Aβα,i +Aβi,α)

(

−
ϕi

ϕ
Aiiδβα +

ϕα

ϕ
Aααδβi

)

∼ 0. (4.25)

Similarly, for i, β ∈ B, we have

A2
αβ,i −A2

iα,β = A2
αβ,i −A2

αi,β ∼ 0. (4.26)

For i ∈ B, α, β ∈ G with α 6= β, we have δαβ = 0, δiβ = 0 and then

A2
αβ,i −A2

iβ,α = 0. (4.27)

For i ∈ B and α ∈ G, using δαi = 0 and Aii ∼ 0, we have

Aαi,α −Aαα,i = −
ϕα

ϕ
Aααδαi +

ϕi

ϕ
Aiiδαα ∼ 0. (4.28)

Lemma 4.4.
∑

α

Fααφαα

. Sℓ(G)
∑

i∈B

(

hii − 〈
Dϕ

ϕ
,Dh〉 −

ψ

ϕ
kh−

1

ϕ
(S1(G)h− (k + 1)Sk+1(G))

)

−
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)Aαα,iAββ,i −
∑

α∈G
i,β∈B

Sℓ−1(G)Sk−1(G|α)A
2
iβ,α

−
∑

i∈B
α,β∈G
α6=β

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α − 2

∑

i∈B
α∈G

Sℓ−1(G|α)Sk−1(G|α)A
2
αα,i.

(4.29)

Proof. By Lemma 4.3, it suffices to estimate the terms Ii(i = 1, 2, . . . , 5) from above. First,
we estimate I2 given by (4.17). Using (4.28) we get

I2 ∼−
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)Aαα,iAββ,i −
∑

α∈G
i,β∈B

Sℓ−1(G)Sk−1(G|α)A
2
iβ,α

−
∑

i∈B
α,β∈G
α6=β

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α −

∑

i∈B
α∈G

Sℓ−1(G|α)Sk−1(G|α)A
2
αα,i.

(4.30)

Now, we estimate I3 given by (4.18). Since k ≤ ℓ, using the (non-sharp) Newton-MacLaurin
inequality

Sℓ(G)Sk−2(G) ≤ Sℓ−1(G)Sk−1(G)

and (4.25), we have

I3 ≤ Sℓ−1(G)Sk−1(G)
∑

i,α,β∈B

(A2
αβ,i −A2

iβ,α) ∼ 0. (4.31)

Next, we estimate I4 given by (4.19). For any α, β ∈ G with α 6= β, we have

Sℓ−1(G|β)Sk−1(G|α) = Sℓ−1(G|β)(Sk−1(G|αβ) +AββSk−2(G|αβ))

≥ Sℓ−1(G|β)AββSk−2(G|αβ)

= Sℓ(G)Sk−2(G|αβ).
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Using (4.27) and (4.28), we get

I4 =
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)A
2
αβ,i −

∑

i∈B
α,β∈G

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α

≤
∑

i∈B
α,β∈G
α6=β

Sℓ−1(G|β)Sk−1(G|α)(A
2
αβ,i −A2

iβ,α)−
∑

i∈B
α∈G

Sℓ−1(G|α)Sk−1(G|α)A
2
iα,α

∼−
∑

i∈B
α∈G

Sℓ−1(G|α)Sk−1(G|α)A
2
αα,i.

(4.32)

Then, we estimate I5 given by (4.20). For any α ∈ G, we have

Sℓ(G)Sk−2(G|α) = Sℓ−1(G|α)AααSk−2(G|α)

≤ Sℓ−1(G|α)(Sk−1(G|α) +AααSk−2(G|α))

= Sℓ−1(G|α)Sk−1(G).

This together with (4.26), (2.7) and (4.3) gives

I5 ∼− 2
∑

α∈G
i,β∈B

(Sℓ−1(G|α)Sk−1(G) − Sℓ(G)Sk−2(G|α))A
2
iα,β

.− 2
∑

α∈G
i∈B

(Sℓ−1(G|α)Sk−1(G)− Sℓ(G)Sk−2(G|α))A
2
iα,i

∼− 2
∑

α∈G
i∈B

(Sℓ−1(G|α)Sk−1(G)− Sℓ(G)Sk−2(G|α))

(

A2
ii,α + 2

ϕα

ϕ
AααAii,α +

ϕ2
α

ϕ2
A2

αα

)

.− 2
∑

α∈G
i∈B

Sℓ(G) (Sk−1(G)− Sk−2(G|α)Aαα)
ϕ2
α

ϕ2
Aαα

=− 2
∑

α∈G
i∈B

Sℓ(G)Sk−1(G|α)
ϕ2
α

ϕ2
Aαα,

(4.33)
where in the second inequality we used (4.8) and

(Sℓ−1(G|α)Sk−1(G) − Sℓ(G)Sk−2(G|α))Aαα = Sℓ(G)(Sk−1(G) −AααSk−2(G|α)).

By (4.16) and (4.33), we get

I1 + I5 . Sℓ(G)
∑

i∈B

(

hii − 〈
Dϕ

ϕ
,Dh〉 −

ψ

ϕ
kh−

1

ϕ
(S1(G)h− (k + 1)Sk+1(G))

)

. (4.34)

Finally, the desired estimate (4.29) follows from (4.30), (4.31), (4.32) and (4.34). �

The following estimates were proved in [GM03].
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Lemma 4.5.

−
∑

i∈B
α,β∈G
α6=β

Sℓ(G)Sk−2(G|αβ)Aαα,iAββi . − Sℓ(G)
∑

i∈B

h2i
h

+
∑

i∈B
α∈G

Sℓ−1(G|α)Sk−1(G|α)A
2
αα,i,

−
∑

i∈B
α∈G

Sℓ−1(G|α)Sk−1(G|α)A
2
αα,i . − Sℓ(G)

1

k

∑

i∈B

h2i
h
.

(4.35)

Proof. The estimates (4.35) are exactly the claims I2 . 0 and I3 . 0 in [GM03, p. 571]. �

Inserting the estimates (4.35) into (4.29), using the Newton-MacLaurin inequality

S1(G)h − (k + 1)Sk+1(G) ∼ S1(G)Sk(G) − (k + 1)Sk+1(G) ≥ 0,

and

−
∑

α∈G
i,β∈B

Sℓ−1(G)Sk−1(G|α)A
2
iβ,α ≤ 0,

−
∑

i∈B
α,β∈G
α6=β

Sℓ−1(G|β)Sk−1(G|α)A
2
iβ,α ≤ 0,

we obtain the following useful estimate.

Lemma 4.6.

∑

α

Fααφαα . Sℓ(G)
∑

i∈B

(

hii − 〈
Dϕ

ϕ
,Dh〉 −

k + 1

k

h2i
h

−
ψ

ϕ
kh

)

.

Lemma 4.7. Fix i ∈ B. Then

hii − 〈
Dϕ

ϕ
,Dh〉 −

k + 1

k

h2i
h

−
ψ

ϕ
kh

∼ − kϕn+p−kf
k+1

k

{

(f−
1

k )ii +
2(k − p− n)

k
(f−

1

k )i
ϕi

ϕ
− 〈Df−

1

k ,
Dϕ

ϕ
〉

−

(
(k − p− n)(n+ p)

k2
ϕ2
i

ϕ2
−
n+ p

2k

|Dϕ|2

ϕ2
−
n+ p

2k
−

2k − p− n

2k

1

ϕ2

)

f−
1

k

}

.

Proof. Recall equation (4.1),

F = Sk(A) = h = ϕ−tf, t = k − p− n.

Fix i ∈ B. Taking the covariant derivatives of h = ϕ−tf , we get

hi = − tϕ−t−1ϕif + ϕ−tfi,

hii = t(t+ 1)ϕ−t−2ϕ2
i f − 2tϕ−t−1ϕifi − tϕ−t−1fϕii + ϕ−tfii,

h2i
h

= t2ϕ−t−2ϕ2
i f + ϕ−t f

2
i

f
− 2tϕ−t−1fiϕi.

Since λi ∼ 0 for i ∈ B by (4.3), we have

ϕii ∼
1

2

|Dϕ|2

ϕ
−

1

2

(

ϕ−
1

ϕ

)

.
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Then we get

hii −
k + 1

k

h2i
h

−
〈Dh,Dϕ〉

ϕ
−
ψ

ϕ
kh

= t(t+ 1)ϕ−t−2ϕ2
i f − 2tϕ−t−1ϕifi − tϕ−t−1fϕii + ϕ−tfii

−
k + 1

k
t2ϕ−t−2ϕ2

i f −
k + 1

k
ϕ−t f

2
i

f
+ 2

k + 1

k
tϕ−t−1fiϕi

−
n∑

j=1

ϕj

ϕ

(
−tϕ−t−1ϕjf + ϕ−tfj

)
−

(
1

2

|Dϕ|2

ϕ2
+

1

2
(1 +

1

ϕ2
)

)

kϕ−tf

= ϕ−tfii −
k + 1

k
ϕ−t f

2
i

f
+

2t

k
ϕ−t−1ϕifi − ϕ−t−1〈Df,Dϕ〉 − tϕ−t−1fϕii

+
t(k − t)

k
ϕ−t−2ϕ2

i f + (t−
k

2
)ϕ−t−2|Dϕ|2f −

k

2
(1 +

1

ϕ2
)ϕ−tf

∼ ϕ−t

{

fii −
k + 1

k

f2i
f

+
2t

k

fiϕi

ϕ
− 〈Df,

Dϕ

ϕ
〉

+

(
t(k − t)

k

ϕ2
i

ϕ2
−
k − t

2

|Dϕ|2

ϕ2
−
k − t

2
−
k + t

2

1

ϕ2

)

f

}

.

(4.36)

Using the relation

fi = −kf
k+1

k (f−
1

k )i, fii −
k + 1

k

f2i
f

= −kf
k+1

k (f−
1

k )ii,

we rewrite the estimate (4.36) as

hii −
k + 1

k

h2i
h

−
〈Dh,Dϕ〉

ϕ
−
ψ

ϕ
kh

∼ − kϕ−tf
k+1

k

{

(f−
1

k )ii +
2t

k

(f−
1

k )iϕi

ϕ
− 〈Df−

1

k ,
Dϕ

ϕ
〉

−

(
t(k − t)

k2
ϕ2
i

ϕ2
−
k − t

2k

|Dϕ|2

ϕ2
−
k − t

2k
−
k + t

2k

1

ϕ2

)

f−
1

k

}

= − kϕn+p−kf
k+1

k

{

(f−
1

k )ii +
2(k − p− n)

k
(f−

1

k )i
ϕi

ϕ
− 〈Df−

1

k ,
Dϕ

ϕ
〉

−

(
(k − p− n)(n+ p)

k2
ϕ2
i

ϕ2
−
n+ p

2k

|Dϕ|2

ϕ2
−
n+ p

2k
−

2k − p− n

2k

1

ϕ2

)

f−
1

k

}

,

where we used t = k − p− n in the last equality. We complete the proof of Lemma 4.6. �

Proof of Lemma 4.1 (Deformation lemma). It follows from Lemma 4.6 and Lemma 4.7. �

5. Full rank theorem

We have proved an upper bound of the matrix A[ϕ] of solutions to the horospherical p-
Christoffel-Minkowski problem (1.2) in Lemma 3.3. Different from the prescribed p-shifted
Weingarten curvature problem, there is no such lower bound of the matrix A[ϕ] for the
horospherical p-Christoffel-Minkowski problem in general. The main purpose of this section
is to impose suitable structural assumptions on the prescribed function f such that any
(weakly) h-convex, even solution ϕ to the horospherical p-Christoffel-Minkowski problem (1.2)
is actually strictly h-convex, in another word, A[ϕ] is of full rank.
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Theorem 5.1 (Full rank theorem). Let f be a smooth, positive, even function on S
n satisfying

Assumption 1.1. Let ϕ be a C4 smooth, even solution to equation (1.2) with positive semi-
definite A[ϕ] on S

n. Then A[ϕ] > 0 on S
n.

To prove Theorem 5.1, we first use the deformation lemma 4.1 to show a differential in-
equality for solutions to (1.2) on S

n when f satisfies Assumption 1.1.

Lemma 5.1. Suppose that ϕ ∈ C4(Sn) is an even solution of the horospherical p-Christoffel-
Minkowski problem (1.2) with A[ϕ] positive semi-definite, and pℓ(A[ϕ]) ≥ C0 for some integer
n−k ≤ ℓ ≤ n−1. Assume that f is even on S

n and satisfies Assumption 1.1. Then there are
constants C1, C2 depending only on ||ϕ||C3 , ||f ||C2 , n, k, p and C0 such that the differential
inequality

n∑

α,β=1

pαβn−kφαβ(z) ≤ C1|Dφ(z)| + C2φ(z)

holds on S
n, where φ(z) = pℓ+1(A[ϕ]).

Proof. Comparing (1.2) with equation (4.1) in the deformation lemma 4.1, it suffices to prove
that

D2(f−
1

n−k )−
2(k + p)

n− k
d(f−

1

n−k )d(log ϕ)− 〈Df−
1

n−k ,D logϕ〉σ

+
(k + p)(n+ p)

(n− k)2
f−

1

n−k (d logϕ)2 +

(
n+ p

2(n − k)

|Dϕ|2

ϕ2
+

n+ p

2(n − k)
+
n− 2k − p

2(n− k)

1

ϕ2

)

f−
1

n−kσ

(5.1)
is positive semi-definite on S

n.

When p > −n, the matrix (5.1) is exactly [LX22, Eq. (7.39)] (up to ϕ2 > 0), and we can
use [LX22, Lem. 7.6 & Assump. 7.1] to find a sufficient condition on f so that (5.1) is positive
semi-definite for even solution ϕ, which are (2), (3), (4) and (5) of Assumption 1.1. When
p = −n and k = n − 1, such condition of f was provided in [Che24, Lem. 4.3], and it is the
case k = n− 1 of (1) in Assumption 1.1.

Here, we only need to deal with the case p = −n and 1 ≤ k ≤ n− 2 in Assumption 1.1. In
this case, q = n+p

n−k − 1 = −1. By the C0-estimate of equation (1.2) in Lemma 3.1, we have

ξ−1(ϕmin) ≥ (fmax)
− 1

n−k .

Since ξ−1(t) = 2t−1
(
t− 1

t

)−1
, we have

ϕmin ≤
(

1 + 2 (fmax)
1

n−k

) 1

2

.

Then we can apply (3.2) to get

ϕ2
max ≤

((

1 + 2(fmax)
1

n−k

) 1

2

+

(

2(fmax)
1

n−k

) 1

2
)2

< 2 + 8(fmax)
1

n−k .

This together with p = −n, (3.3) and (1) in Assumption 1.1 gives

D2(f−
1

n−k ) + 2d(f−
1

n−k )d log ϕ− 〈Df−
1

n−k ,D logϕ〉σ +
1

ϕ2
f−

1

n−k σ

> D2(f−
1

n−k )− 3|Df−
1

n−k |σ +
f−

1

n−k

2 + 8(fmax)
1

n−k

σ ≥ 0.

Consequently, (5.1) is positive semi-definite if p = −n and f satisfies (1) in Assumption
1.1. This completes the proof of Lemma 5.1. �
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Using the shifted Minkowski formula for closed hypersurfaces in H
n+1 (see [HLW22]), Chen

[Che24] proved the following formula for smooth positive function ϕ on S
n with A[ϕ] > 0,

which can be easily extended to the case A[ϕ] ≥ 0.

Lemma 5.2. Let ϕ be a smooth, positive function on S
n with A[ϕ] ≥ 0. For ℓ = 0, 1, . . . , n−1,

there holds
ˆ

Sn

ϕℓ−npℓ+1(A[ϕ])dσ =

ˆ

Sn

(
|Dϕ|2

2ϕ
+

1

2

(
ϕ− ϕ−1

)
)

ϕℓ−npℓ (A[ϕ]) dσ, (5.2)

where dσ is the area element of Sn.

Proof. For convenience of the reader, we give the proof here. We first consider the case
for smooth positive function ϕ on S

n with A[ϕ] > 0. In this case, the strictly h-convex
hypersurface M in H

n+1 can be recovered from ϕ via the embedding (2.3), which is the
inverse of the horospherical Gauss map G : Sn → M. Recall that the shifted Minkowski
formula ([HLW22, Lem. 2.6]) for closed hypersurfaces in hyperbolic space H

n+1:
ˆ

M
(cosh r − ũ)pm(κ̃)dµ =

ˆ

M
ũpm+1(κ̃)dµ, m = 0, 1, . . . , n− 1, (5.3)

where κ̃ = (κ1 − 1, . . . , κn − 1) are the shifted principal curvatures, and ũ = ḡ(sinh r∂r, ν)
is the support function of M. To transform the shifted Minkowski formula (5.3) into the
formula (5.2), we have ([LX22, Lem. 3.9])

cosh r ◦G−1 =
|Dϕ|2

2ϕ
+

1

2
(ϕ+ ϕ−1),

ũ ◦G−1 =
|Dϕ|2

2ϕ
+

1

2
(ϕ− ϕ−1).

Then we get
(cosh r − ũ) ◦G−1 = ϕ−1.

By [LX22, Cor. 2.1], we have

dµ ◦G−1 = pn(A[ϕ])dσ.

Note that the matrix
(
hi

j(G−1(z)) − δi
j
)
is the inverse matrix of (ϕ(z)σjlAli[ϕ(z)]), then the

eigenvalues κ̃ of
(
hi

j(G−1(z))− δi
j
)
are the reciprocal of the corresponding eigenvalues of

(ϕ(z)σjlAli[ϕ(z)]). So we obtain

(pn(κ̃)dµ) ◦G
−1 = ϕ−ndσ,

and thus

ϕℓ−npℓ+1(A[ϕ])dσ = ((cosh r − ũ)pn−ℓ−1(κ̃)dµ) ◦G
−1,

(
|Dϕ|2

2ϕ
+

1

2

(
ϕ− ϕ−1

)
)

ϕℓ−npℓ (A[ϕ]) dσ = (ũpn−ℓ(κ̃)dµ) ◦G
−1.

Combining these with the shifted Minkowski formula (5.3), we obtain the formula (5.2).

For the case for smooth positive function ϕ on S
n with A[ϕ] ≥ 0, we approximate ϕ by

ϕ+ ε with ε > 0. Note that A[ϕ] ≥ 0 implies that A[ϕ+ ε] > 0 for any ε > 0, since

Aij [ϕ+ ε] = (ϕ+ ε)ij −
1

2

|D(ϕ+ ε)|2

ϕ+ ε
σij +

1

2

(
ϕ+ ε− (ϕ+ ε)−1

)
σij

≥ ϕij −
1

2

|Dϕ|2

ϕ
σij +

1

2
(ϕ− ϕ−1)σij +

ε

2
σij

= Aij[ϕ] +
ε

2
σij.



28 Y. HU, H. LI, B. XU

Hence, one can prove (5.2) for ϕ + ε first and then let ε → 0+ to obtain (5.2) for ϕ with
A[ϕ] ≥ 0. �

Now, we prove Theorem 5.1.

Proof of Theorem 5.1 (Full rank theorem). If A[ϕ(z)] is not of full rank at some z0 ∈ Sn, then
there is n − k ≤ ℓ ≤ n − 1 such that pℓ(A[ϕ]) > 0 on S

n, and φ(z0) = Sℓ+1(A[ϕ(z0)]) = 0.
Then by Lemma 4.1, we have

n∑

α,β=1

pαβn−k(z)φαβ(z) ≤ C1|Dφ(z)| + C2φ(z).

The strong minimum principle implies φ = pℓ+1(A[ϕ]) ≡ 0. Then by formula (5.2), we have
ϕ ≡ 1. Hence A[ϕ] = 0, which is a contradiction to equation (1.2). �

6. Proofs of Theorems 1.1, 1.2 and 1.3

We first recall the following uniqueness result.

Lemma 6.1.

(1) ([LX22, Prop. 8.1 & Thm. 8.1]) Let n ≥ 1. For any p ≥ −n, the even, h-convex
solutions to equation

F (A[ϕ]) = ϕ
n+p

n−k
−1γ

1

n−k (6.1)

are constant, where γ > 0 is a constant, and F = p
1/(n−k)
n−k or F = (pn/pk)

1/(n−k).
(2) ([LW24, Thm. 1.2]) Let n = 1. For any −7 ≤ p < −1, the even, h-convex solutions

to equation

ϕθθ −
1

2

ϕ2
θ

ϕ
+
ϕ− ϕ−1

2
= ϕpγ

are constant, where γ > 0.

Recall that the function ξq : (1,∞) → (0,∞) defined by (3.5),

ξq(t) = 2tq(t− t−1)−1, q =
n+ p

n− k
− 1.

Assume that ϕ ≡ c0 is a constant solution to (6.1). Then A[c0] =
1
2(c0 − c−1

0 ) and

ξq(c0) = γ−
1

n−k . (6.2)

By the calculation in Lemma 3.1 and Lemma 6.1, we have

• Either −1 ≤ q < 1 (that is, −n ≤ p < n − 2k, when n ≥ 2 and 0 ≤ k ≤ n − 1), or
−7 ≤ q < 1 (that is, −7 ≤ p < 1, when n = 1 and k = 0): There exists a unique
solution to (6.2) for any γ > 0;

• q = 1 (that is, p = n − 2k, when n ≥ 1 and 0 ≤ k ≤ n − 1): There exists a unique

solution to (6.2) for any γ−
1

n−k > 2;

• q > 1 (that is, p > n− 2k, when n ≥ 1 and 0 ≤ k ≤ n− 1): If γ−
1

n−k = (q+1)
q+1
2

(q−1)
q−1
2

, then

there exists a unique solution to (6.2); If γ−
1

n−k > (q+1)
q+1
2

(q−1)
q−1
2

, then there exist exactly

two distinct solutions to (6.2).
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Remark 6.1. When F = p
1/(n−k)
n−k , equation ϕ1− n+p

n−kF (A[ϕ]) = γ
1

n−k is equivalent to

ϕ−k−ppn−k(A[ϕ]) = γ,

and when F = (pn/pk)
1/(n−k), it is equivalent to

γϕn+ppn−k(κ− 1) = 1.

Proof of Theorem 1.1. To establish the existence of the solution, we use the degree theory for
second order fully nonlinear elliptic operators developed by Li [Li89]. If −1 ≤ q < 0 (that is,
−n ≤ p < −k), we take

ft =
(

(1− t)(fmax)
− 1

n−k + tf−
1

n−k

)−(n−k)
, t ∈ [0, 1];

If q ≥ 0 (that is, p ≥ −k), we take

ft =
(

(1− t)(fmax)
− 1

n+p + tf
− 1

n+p

)−(n+p)
, t ∈ [0, 1].

Consider the Banach space

B2,α(Sn) := {w ∈ C2,α(Sn) | w is even}

and

B4,α
0 (Sn) := {w ∈ C4,α(Sn) | w is even}.

Define Lt : B
4,α
0 (Sn) → B2,α(Sn) by

Lt(ϕ) = p
1

n−k

n−k(A[ϕ]) − ϕqf
1

n−k

t .

Let R > 0 be a constant. For −1 ≤ q ≤ 1, let

OR :=

{

w ∈ B4,α
0 (Sn) | ‖w‖C4,α < R, w > 1 +

1

R
, A[w] > 0, pn−k(A[w]) >

1

R

}

;

and for q > 1, let

OR :=

{

w ∈ B4,α
0 (Sn) | ‖w‖C4,α < R, w >

√
q + 1

q − 1
, A[w] > 0, pn−k(A[w]) >

1

R

}

.

Then OR is an open bounded subset of B4,α
0 (Sn) for all q ≥ −1. Moreover, Lt is uniformly

elliptic in OR for any t ∈ [0, 1].

Claim: For each t ∈ [0, 1], equation Lt(ϕ) = 0 admits no solution on ∂OR if R > 0 is
sufficiently large.

First of all, we show that if f satisfies Assumption 1.1 and Assumption 1.2, then ft satisfies
these assumptions for all t ∈ [0, 1]. For the former case −1 ≤ q < 0 (i.e. −n ≤ p < −k), it
follows from f ≤ fmax that

(ft)
− 1

n−k = (1− t)(fmax)
− 1

n−k + tf−
1

n−k ≥ (fmax)
− 1

n−k .

So we have ft ≤ (ft)max ≤ fmax and hence ft satisfies Assumption 1.2. To show that ft
satisfies Assumption 1.1, we have

(ft)
− 1

n−k = (1− t)(fmax)
− 1

n−k + tf−
1

n−k ≥ tf−
1

n−k ,

D2f
− 1

n−k

t = tD2f−
1

n−k , Df
− 1

n−k

t = tDf−
1

n−k ,
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and

|Df
− 1

n−k

t |2

f
− 1

n−k

t

=
t2|Df−

1

n−k |2

(1− t)(fmax)
− 1

n−k + tf−
1

n−k

≤ t
|Df−

1

n−k |2

f−
1

n−k

.

Since (ft)max ≤ fmax, we also have

f
− 1

n−k

t

2 + 8((ft)max)
1

n−k

≥ t
f−

1

n−k

2 + 8(fmax)
1

n−k

.

Thus, it is clear that ft satisfies (1)–(3) in Assumption 1.1 for −1 ≤ q < 0. The latter case
q ≥ 0 (i.e. p ≥ −k) can be proved similarly. By using the full rank theorem (Theorem 5.1),
we know that the solution ϕ = ϕt to equation Lt(ϕ) = 0 satisfies A[ϕt] > 0. It is easy to
verify that ft ≥ fmin for all t ∈ [0, 1]. By the a priori estimates (3.4) and (3.12), Lt(ϕ) = 0
admits no solution on ∂OR if R is sufficiently large for the case −1 ≤ q ≤ 1.

Next, we consider the remaining case q > 1. As fmin ≤ ft ≤ fmax, by a priori estimate
(3.12) and equation Lt(ϕ) = 0, there exists a constant R0 > 0 such that

‖ϕ‖C4,α < R0, pn−k(A[ϕ]) >
1

R0
.

Suppose the claim is false. Then there always exists a sufficiently large constant R ≥ R0 and
a solution to equation Lt(ϕ) = 0 such that ϕ ∈ ∂OR. Then we have

‖ϕ‖C4,α < R, pn−k(A[ϕ]) >
1

R
.

So ϕ ∈ ∂OR implies that ϕ ≥
√

q+1
q−1 and ϕ(z0) =

√
q+1
q−1 is attained at some point z0 ∈ S

n.

At this point z0, we have

A[ϕ(z0)] ≥
1

2

(√
q + 1

q − 1
−

√
q − 1

q + 1

)

σ,

and by Assumption 1.2, we deduce that
(

(q + 1)
q+1

2

(q − 1)
q−1

2

)−1

> (fmax)
1

n−k ≥ ((ft)max)
1

n−k

≥ ft(z0)
1

n−k = ϕ(z0)
−qp

1

n−k

n−k(A[ϕ(z0)])

≥

(

(q + 1)
q+1

2

(q − 1)
q−1

2

)−1

.

This is a contradiction, and the claim follows.

Recall that Lt is uniformly elliptic in OR, and hence the degree of Lt on OR at 0 is well-
defined for all t ∈ [0, 1]. By [Li89, Prop. 2.2], the degree deg(Lt,OR, 0) is a homotopic
invariant and thus

deg(L1,OR, 0) = deg(L0,OR, 0). (6.3)

Hence, it suffices to compute the degree at t = 0. By Lemma 6.1, the even, h-convex solutions
to equation (6.1) are constant for any q ≥ −1. Let ϕ = c0 be a constant solution to equation
L0 (c0) = 0, i.e.,

1

2

(
c0 − c−1

0

)
= cq0f

1

n−k

0 = cq0(fmax)
1

n−k .
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Note that Assumption 1.2 on fmax guarantees the existence and uniqueness of the constant
solution ϕ = c0 in OR. The linearized operator of L0 at ϕ = c0 is

Lc0η =
1

n
∆Snη +

(
1

2
+

1

2c20
− q(fmax)

1

n−k cq−1
0

)

η

=
1

n
∆Snη +

(
1− q

2
+

1 + q

2c20

)

η.

Note that for each q ≥ −1, we have

1− q

2
+

1 + q

2c20
≤ 1.

Since the eigenvalues of the Beltrami-Laplace operator ∆Sn on S
n ⊂ R

n+1 are strictly less
than −n except for the first two eigenvalues 0 and −n, and the coordinate functions of Rn+1

span the eigenspace of eigenvalue −n are odd, equation Lc0η = 0 only admits the unique even
solution η = 0. Thus the operator Lc0 is invertible at ϕ = c0. By [Li89, Prop. 2.3], we have

deg(L0,OR, 0) = deg(Lc0 ,OR, 0). (6.4)

Moreover, there is only one positive eigenvalue 1−q
2 + 1+q

2c2
0

of Lc0 with multiplicity 1. By [Li89,

Prop. 2.4], we know that
deg(Lc0 ,OR, 0) = −1. (6.5)

Finally, it follows from (6.3), (6.4) and (6.5) that

deg(L1,OR, 0) = −1,

which implies that there exists a C4,α-smooth, strictly h-convex, even solution ϕ ∈ OR to
equation

p
1

n−k

n−k(A[ϕ]) = ϕqf
1

n−k .

The regularity of ϕ follows from Theorem 3.1. This completes the proof of Theorem 1.1. �

Remark 6.2. Note that the first eigenvalue of ∆Sn for even functions are −2(n + 1), so for
any −4n− 3 ≤ q < −1, by c0 > 1 we have

1 <
1− q

2
+

1 + q

2c20
< 2(n+ 1).

Therefore, the operator Lc0 is invertible at ϕ = c0 for all q ≥ −4n − 3. In particular, for
n = 1, Lc0 is invertible at ϕ = c0 for all q ≥ −7.

Proof of Theorems 1.2, 1.3 and 1.4. Let n ≥ 1 and 0 ≤ k ≤ n− 1. We take

Lt(ϕ) =

(
pn(A[ϕ])

pk(A[ϕ])

) 1

n−k

− ϕqf
1

n−k

t .

If either −1 ≤ q ≤ 1 for n ≥ 2, or −7 ≤ q ≤ 1 for n = 1 (in this case, k = 0), we define

OR :=

{

w ∈ B4,α
0 (Sn) | ‖w‖C4,α < R, w > 1 +

1

R
,
pn(A[w])

pk(A[w])
>

1

R

}

;

If q > 1 for n ≥ 1, we define

OR :=

{

w ∈ B4,α
0 (Sn) | ‖w‖C4,α < R, w >

√
q + 1

q − 1
,
pn(A[w])

pk(A[w])
>

1

R

}

.

Then we have L−1
t (0)∩ ∂OR = ∅ if R > 0 is sufficiently large. Here, in order to show that the

solution to equation Lt(ϕ) = 0 satisfies A[ϕ] > 0, we use Lemma 3.4 instead of the full rank
theorem (Theorem 5.1). For the case n = 1 and −7 ≤ q ≤ 1, the uniqueness of the constant
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solution ϕ = c0 follows from Lemma 6.1, and the operator Lc0 is invertible at ϕ = c0 when
q ≥ −7 by Remark 6.2. The remaining proof of Theorems 1.2, 1.3 and 1.4 follows from the
similar argument as that of Theorem 1.1. �
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