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1. KdV equation: Motivation and basic |

properties

There exist various notions of integrability, depending on the context and its natural properties.
Very loosely, one may say intuitively that a function, vector field, distribution etc. is ‘integrable’
if it has ‘sufficiently many nice symmetries’. From the point of view of analysis there is the main
distinction into finite dimensional and infinite dimensional integrable systems.

Roughly, finite dimensional integrable systems live on finite dimensional manifolds. Frobenius
integrability is a natural choice for a differential geometric context when working with vector fields
and/or distributions. Liouville integrability, on the other hand, is tailored for Hamiltonian systems
on finite dimensional symplectic manifolds and motivated by their property of energy conservation.

When talking of infinite dimensional integrable systems, one aims at replacing the concept
of systems of integrable ODEs on finite dimensional manifolds by (systems of) PDEs on infinite
dimensional function spaces. Even more than in the finite dimensional setting, the notion of integra-
bility depends very much on the given situation. Examples of integrable PDEs are the Korteweg-de
Vries equation, the Nonlinear Schrodinger equation, the Camassa-Holm equation and others.

The discovery of the Korteweg-de Vries equation was motivated by the following observation:
In 1834, J. Scott Russell (1808 — 1882, Scottish civil engineer) noticed a ‘single wave not chang-
ing shape’ travelling down a narrow channel in front of a boat, see [Scott Russell, page 319].
Such waves are called solitons. A nice simulation of such a wave can be found on YouTube, see
https://www.youtube.com/watch?v=D14QuUL8x60.
1


https://www.youtube.com/watch?v=D14QuUL8x60

2 1. KDV EQUATION: MOTIVATION AND BASIC PROPERTIES

Although [Boussinesq, Footnote on page 360] already mentioned briefly an equation describing
such travelling waves in 1877, the breakthrough came in 1895 when Korteweg and de Vries gave
an explicit solution of such a soliton in their work [Korteweg & de Vries]. A historical overview
over the research around the Korteweg-de Vries equation can be found in [de Jager].

The literature on integrable systems in infinite dimensions is vast and, when crossing over to
physics, unfortunately often lacks mathematical rigor. A short summary of important facts of infi-
nite dimensional integrable Hamiltonian systems can be found in [Abraham & Marsden, Section
5.5]. The book [Vilasi, Chapter 12] motivates and presents the most important methods and facts
concerning the KdV equation in a concise way.

For the reader’s convenience, we list here (in alphabetical order) some books and lecture notes
on infinite dimensional integrable systems around the Korteweg-de Vries equation:

o [Ablowitz & Clarkson],

o [Babelon & Bernard & Talon],
o [Batlle],

o [Dickey],

o [Drazin & Johnson],

o [Dunajski],

o [Eckhaus & van Harten],
o [Kuksin],

o [Kupershmidt],

o [Miwa & Jimbo & Date],
o [Olver],

o [Schneider & Uecker],

o [Vilasi],

o [Zhidkov].
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1.1 Revisited: Finite dimensional integrable systems

This section recalls the main definitions and properties of (Liouville) completely integrable Hamil-
tonian systems in finite dimensions.

DEeriniTiON 1.1. The pair (M, w) is a symplectic manifold if M is a finite dimensional smooth
manifold that admits a closed, nondegenerate 2-form w. Such an w is said to be a symplectic
form.

Note that symplectic manifolds are always even dimensional, but not all even dimensional man-
ifolds are symplectic. Moreover, locally all symplectic manifolds look the same:

TueorREM 1.2 (Darboux). Locally any symplectic manifold looks like (R*", Die1 dxi A dyy) en-

dowed with the coordinates (x,y) = (X1, .., Xn, V155 Yn)-

The following class of ODEs lives naturally on symplectic manifolds.

DEeriniTiON 1.3. Let (M, w) be a symplectic manifold and H : M — R a smooth function.
The Hamiltonian vector field X of H is defined via w(X",-) = dH(-) and the Hamiltonian
equation is given by X"(z) = 7'. In local Darboux coordinates (x,y) € R*", the Hamiltonian
vector field is of the form

X7 (x,y) = 0y, H(x,y),...,0,,H(x,y), =0, H(X,y),...,—0y,H(X, y))T
=: (0,H(x,y), —0.H(x, y))T
and the Hamiltonian equation is given by the system of ODEs
X, =0,H(x,y), y;=-0,H(x,y VY1<i<n,

briefly x' = dyH(x,y) and y' = —0,H(x,y). The associated flow ¢ is called Hamiltonian flow
of H. When working with with a Hamiltonian system, the function inducing the Hamiltonian
vector field is often referred to as Hamiltonian function.
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Solutions of Hamiltonian systems are energy conserving, i.e., a given solution stays for all
times in the same level set of the Hamiltonian. This means in particular that Hamiltonian solutions
do not roam throughout the whole manifold but stay for generic Hamiltonians in a subset of di-
mension < dim M — 1. If we consider two Hamiltonians such that their Hamiltonian solutions stay
in addition in each other’s level sets, too, then the solutions stay in the intersection set of the level
sets and thus in a subset of dimension < dim M — 2. Analytically this is expressed by means of the
following notion.

DEermniTION 1.4. Let (M, w) be a symplectic manifold. The Poisson bracket induced by w of two
smooth functions f,g : M — R is given by

{f. 8} = w(X!, X%) = —df(X*) = dg(x/).

Two smooth functions are Poisson commutative if their Poisson bracket vanishes.

Geometrically, Hamiltonian solutions of f stay also within level sets of g and vice versa if and
only if {f, g} = 0. This motivates

DEeriniTION 1.5. Let (M, w) be a 2n-dimensional symplectic manifold. A smooth function h :=
(hy,...,h,) : M — R" is said to be a (momentum map of a) completely integrable (Hamil-
tonian) system if

1) XM, ..., X" are almost everywhere linearly independent.

2) {hi,hj} =0 forall 1 <1i,j<n (Poisson commutative).
The components hy, . .., h, are often referred to as integrals and a completely integrable system
is briefly abbreviated by (M, w, h).

Contrary to standard notions in physics, some mathematicians call the momentum map briefly
moment map.

Examples of completely integrable systems are the spherical pendulum, coupled spin oscilla-
tors, coupled angular momenta, the Euler, the Lagrange, and the Kovalevskaya spinning top, etc.

For an overview over symplectic geometry and its interaction with integrable systems, we re-
fer the interested reader e.g. to the lecture notes and textbooks by [Audin 1991], [Audin 2008],
[Bolsinov & Fomenko], [Cannas da Silva], [Hofer & Zehnder], [McDuff & Salamon], and
[Vii Ngoc 2006].
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1.2 The classical wave equation

As mentioned in the introduction of this chapter, the Korteweg-de Vries equation describes waves
in shallow water. After establishing some facts of the wave equation, we will use it to motivate the
Korteweg-de Vries equation.

The 1-dimensional wave equation is given by

_ 2
Uy = C Uy

where we have coordinates (x,7) € RXRand u : R X R — R, a (constant) phase velocity c € R
and partial derivatives u, := 0,u and u,, := 0,u, and u, := d,u and u, := Ou,.

In 1750, the French mathematician Jean-Baptiste le Rond d’ Alembert (1717 — 1783) solved the
1-dimensional wave equation completely:

THeoreM 1.6 (D’Alembert). Let c € R.

1) The general solution of the 1-dimensional wave equation u,; = c*uy, is of the form
u(x,t) = F(x —ct) + G(x + ct)
where F,G : R — R are arbitrary smooth functions.
2) Given smooth functions f,g : R — R, then the initial value problem
Uy = iy, for (x,t) e RXR,
u(x,0) = f(x) forxeR,
u(x,0) = g(x) forxeR

has the unique solution

x+ct

1 1
u(x, 1) = E(f(x —ct)+ f(x +ct)) + % fg(s) ds.

x—ct

Proor. 1) We consider the change of coordinates

h:R* = R% h(x, 1) = (&x, 1), n(x, 1) := (x + ct, x — ct)
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and set it := u o h™'. We calculate Dh = (ﬁ{ 5;) = (! <) and compute

Uxy = (@t 0 h)xx = (Dithy)x = (g€ + lyllx)x = (e + Uy
= D(itg).hy + D(iiy). Iy = Uge&y + Ugyl)y + Upe€s + Uyl
= Mgz + 2ilgy + Ty,
and
uy = (o h)y = (Dit.h,), = (i1, + iyn,), = (citg — city); = c(itg — ity),
= c(D(iig).h; — D(ity).h;) = c(itze; + e, M — Upe&s — Tyy;)
= *(ilge — 2ilgy + Thyy).
Putting this together, we obtain
0=ty — ity = Plilge — 2y + Blyy) — (lge + 2y + Tlyy) = —4C gy

Thus solving u,, = c’u,, is equivalent to solving iz, = 0 and transforming back. Integrating iz, = 0
w.r.t. £ yields it,(£,7) = H(n) with an arbitrary smooth function H : R — R. Integrating now w.r.t.
n yields

u&,m = F@) +GE)
for an arbitrary smooth function G : R — R and a function F : R — R with F’ = H. Therefore we
get

u(x, 1) = (it o h)(x, 1) = w(&(x, 1), n(x, 1)) = F(x, 1)) + G(E(x, 1)
=F(x—ct)+ G(x+ct).
2) Left to the reader. |
The general solution u(x, ) = F(x — ct) + G(x + ct) from Theorem 1.6 (D’ Alembert) consists,

for ¢ > 0 and t — oo, of a ‘wave travelling to the right’ with ‘shape’ x — F(x — ct) and a ‘wave
travelling to the left’ with ‘shape’ x — G(x + ct).

ExampLE 1.7. Let ¢ > 0 and let u(x,t) = F(x — ct) + G(x + ct) be the general solution of the
I-dimensional wave equation u, = c*u, from Theorem 1.6 (D’Alembert).
1) For F(s) := e and G(s) := 0, the solution u(x,t) = e~ consists of one wave with
the shape of the Gauss curve travelling to the right, i.e., x — u(x,0) is the standard
Gauss curve and x — u(x, ty) for ty € R is the Gauss curve with maximum at X, =
cty, i.e., translated to the right by ct,.
2) For F(s) := e = G(5), the solution u(x,t) = e~ 4 o= copgists of two ‘some-

what overlapping’ Gauss curve shaped waves. At t = 0, the waves overlap completely,
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X

Jforming one big wave of shape x — u(x,0) = 2e~ *. The larger |t| becomes, the more

the two waves separate, making their two wave crests more and more distinguishable.

More on the wave equation (and some other classical PDEs) may be found in [Farlow].
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1.3 The KdV equation

In this section, we follow the line of thoughts in [Dunajski] to deduce the Korteweg-de Vries equa-
tion from the wave equation. Note that the wave equation describes waves under several simplifying
assumption like for example

e No dissipation, i.e., the equation is invariant under ‘time reversal’ t — —f.
e The amplitude of oscillations is small, i.e., there are no nonlinear terms like for instance
2
u-.
e No dispersion (dispersion means that waves with different wave length travel with differ-

ent phase velocity), i.e., the group velocity (definition see below) is constant.

Now we relax these assumptions by allowing for dispersion and nonlinearity. To this end, consider
the two waves v(x, t) := F(x—ct) and w(x, t) := G(x+ct) in the general solution of the 1-dimensional
wave equation and compute

vi(x,t) = F'(x —ct), v/(x,t) = —cF'(x - ct),
we(x, 1) = G (x +ct), wix,t) =cG (x+ ct).

Thus the two waves satisfies the PDEs

1
ve+-1,=0 and we——-w; =0.
c c
Now consider the ‘complex’ wave given by z(x, ?) := ¢/®*“®" where k € Z and w : R — R. The

derivative w’ of w is called group velocity. We calculate
2o(x, 1) = ike 0D = jkz(x, 1),
e, 1) = (k)20 = —P7(x, 1),
2(x, 1) = —iw(k)e ™" = —jwk)z(x, 1),
2u(x, 1) = (miw(k))*e ™00 =~ (k)z(x, D).
Thus z(x, 1) = /®~“®" gatisfies the wave equation z,, = ¥z, for ¥ = %k) If we assume w(k) = ck

then w’'(k) = ¢, i.e., the group velocity equals the phase velocity and ¢ = c. Then we obtain again

the PDE |
Ze— =2, = 0.
c
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But if we work for instance with w(k) := c(k — pk*) with 8 € R*?, we will get dispersion, changing
the underlying PDEs: We now get

z(x, 1) = —iw(k)e O = _jc(k — BkH)z(x, 1)
and compute in addition
Zenn(, 1) = (k)00 = —ikz(x, 1).
Therefore we obtain the PDE 1
R = 0.
Setting p(x, ) 1= %z(x, t) and j(x,1) := z(x, t) + Bz, (x, 1), this PDE becomes
Jx+p:=0.

In this context, p is usually called density and j is said to be the current. In physics, an identity
of the form j, + p, = 0 is often called conservation law or continuity equation. If we modify the
current by adding a nonlinear term, i.e., if we consider
a
JCe1) = 206, 1) + Bredx ) + 2 1)
with @ € R*®, we obtain a PDE of the form

1
EZI + Zx +ﬁzxxx + @y = 0

Applying the variable change x — x — ct and rescaling leads to

u, — 6un, + uy,, = 0.

This equation is called Korteweg-de Vries equation, short KdV, and is named after the Dutch
mathematicians Diederik Johannes Korteweg (1848 — 1941) and Gustav de Vries (1866 — 1934)
who found in 1895 an explicit solution describing a ‘soliton wave’.

RemMARrk 1.8. In the literature, and in these lecture notes as well, the Korteweg—de Vries equa-
tion is presented in various forms. All results presented for the Korteweg—de Vries equation

apply to a family of equations that vary with the parameter k, specifically:

U, + Kuuy, + o = 0.
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TueoreM 1.9 ([Korteweg & de Vries]).
222
cosh?(A(x — 442t — 1))

with parameter A € R and position shift Ty € R is an explicit soliton solution of the KdV

u(x,t) = —

equation u, — 6uu, + Uy, = 0.

Proor. Calculate the derivatives of u and verify the equation. A constructive proof, i.e., how to
come up with this formula, can be found in [Dunajski, Section 2.3.1]. O

We really need all terms in u, — 6uu, + u,,, = 0 to obtain solutions with soliton behaviour:

Remark 1.10. 1) Solutions of u, — 6uu, = 0 that form a ‘nice’ soliton at time t = 0 will
break (‘shock’) at some time to > 0 due to discontinuities of the first derivatives.
2) u, + uyx = 0 leads to dispersion, i.e., a ‘nice’ soliton at time t = 0 will dilute at some

time ty > 0 into a bigger wave with preceeding and following smaller waves.

At the end of the 1960s, the series of papers authored by
[Miura], [Miura & Gardner & Kruskal], [Su & Gardner], [Gardner],
[Kruskal & Miura & Gardner & Zabusky], and [Gardner & Greene & Kruskal & Miura]
found more soliton solutions and conservation laws, in particular solitons of different size
and speed either passing through each other from opposite directions or overtaking each
other — without changing the shape except while ‘overlapping’. There are several videos
on YouTube demonstrating this phenomenon, see for example the following two videos:

https://www.youtube.com/watch?v=v5MGNcCnuE4,
https://www.youtube.com/watch?v=H4rN3Wr4ctw.


https://www.youtube.com/watch?v=v5MGNcCnuE4
https://www.youtube.com/watch?v=H4rN3Wr4ctw
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1.4 Other PDEs with conservation laws

The KdV equation is not the only PDEs that admit conservation laws and integrability properties.
In this section we list some other of these integrable equations.

ExawmpLE 1.11. The Sine-Gordon equation
Uy — Uy, +sin(u) =0

is used when studying surfaces of constant negative curvature.

A YouTube video describing an ‘artistic’ soliton solution of the Sine-Gordon equation can be
found at: https://www.youtube.com/watch?v=SAbQ4MvDqEE.

ExampLE 1.12. The nonlinear Schrodinger equation
= ity +
iy = =5 xe + KU u

describes propagation of light.

ExampLE 1.13. The Camassa-Holm equation
Up + 2KUy — Uy + SUlly, = 2U, U + ULl

describes waves in shallow water.

PDEs defined over a discrete space are often called lattices. An important example was found
by the Japanese physicist Morikazu Toda (1917 — 2010) in 1967:

ExampLE 1.14. Let n € Z. Then the Toda lattice is given by
{qz(n, 1) = p(n,1),

pi(n, 1) = e @rD=a0=10) _ o=(glnt 10=q(n0)



https://www.youtube.com/watch?v=SAbQ4MvDqEE
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It describes a discrete chain of particles, parametrized by n € Z, that interact with their adja-

cent left and right ‘neighbours’.

Videos of soliton solutions of the Toda lattice can be found for instance on Gerald Teschl’s webpage
https://www.mat.univie.ac.at/~gerald/ftp/book-jac/toda.html

There are various techniques to study the above mentioned equations, among others

Hamiltonian formalism,

Integrals of motion as in the finite dimensional case,

Hierarchies of equations,

Scattering,
e Lax pairs and Lax equation.

We will encounter them in later sections.


https://www.mat.univie.ac.at/~gerald/ftp/book-jac/toda.html
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1.5 Symmetries of the KdV equation

The aim of this section is to describe all transformations that generate new solutions of the
KdV equation from a given one. Such transformations are sometimes referred to as symmetries of
the equation.

In this section, R? is endowed with the coordinates (x, f) € R? that are mapped under the change
of coordinates & : R? — R? to the coordinates (£, 1) € R2.

Lemma 1.15. Let u € C*(R%,R) and k € R. Then the transformation u — ku transforms KdV
into
(kut); + 6(ku)(kuty) + (Kit) prx = k(Uy + OKUL, + Uyyy).

Proor. This follows immediately from (ku), = «u, and (ku), = «ku, and (ki) xx = Klhyyy. |

Thus there is hope that tweaking this simple transformation a bit may lead to a transformation
that maps a solution of KdV to a (new) solution of KdV.

To this aim, let us briefly recall how derivatives transform under change of coordinates. Let
u € C3(R%,R) and h : R? — R? a C*-diffeomorphism given by

h(x, 1) = (€(x, 1), 7(x,0) =2 (§,7) and  h7'(,7) = (x(£,7), 1€, 7)) =: (x,1).

Set ii ;= uo h™' : R? — R. When we calculate partial derivatives of this concatenation and want to
distinguish between the foot point and a vector we write (o h™')(&, 1) =: u w17 Where the latter
stands for u at the point h™' (¢, 7). This leads to

(g, fir) = Dii = D(u o h™") = Dulper 0 DY) = (g uplyr |5
¢ l‘f t

= (Mx|h-l Xe + Uplpr tey Ulpr Xp + gl t‘r)
and, similarly for u = it o h, to
(ux, l/l;) = (aflh éjx + ljl‘r'h Txs ﬁflh é:t + ﬁ‘r'h Tt) .

For higher derivatives, we obtain by means of the product and chain rule

fge = (Ug)e = (Ulp1 Xg + uslpr 1)
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= (Ulp1)e Xg + Ul Xeg + Uelp1)e T + wilyr 1

X¢ X¢
(Ulp1, Mxr|h-1)(t’ )Xg + Ul Xee + (U, Uylp1) (t’ ] te + Wyl teg
3 ¢

2 2
Uxlpr Xe + Unrlpt Xg e + Ul Xeg + Upelpr Xe Tz + Uyl l; + Ulp1 Tee

2 2
Unalit X + Ul Xgg + 2ulir Xg g + Uglpr T + w1 1

and similarly for the other higher partial derivatives. When considering x as space variable and t as
time variable, we get in particular:

Lemma 1.16 (Translation invariance in space and time). Let u € C*(R?,R) and &,79 € R

and h : R* = R?, h(x,t) =: (x — xo,t — ty) and set it :== uo h™', i.e., (&, 7) = u(é + &, T + To).
Then @ is a solution of KdV if and only if u is a solution of KdV.

Proor. We calculate

ity + Oflils + Gigee = Uil + Ol 1wyt + Uyt = (U + Uty + 1) o b
which proves the claim.

Moreover, we observe

LemMma 1.17. Let u € C*(R%,R) and a,b € R* and h : R*> = R?, h(x,t) =: (ax, bt) and set
fi:=uoh ie, i(é,7)=u (55, 11—77'). Then KdV transforms as follows:

~ - 1 6 1 »
ity + Oty + fgzy = Eu, + EWX + —Uy|oh.

@
1 a0
Proor. We calculate Dh = (§9) and D(h™") = ( o ) and get
b
_ 1 1 1 1
Ur = B”t'h-l’ Ug = ;ux|h-', Ugg = ;Mﬂh—', Ugee = Eudh_l
which implies the claim.

This leads to

LemMma 1.18 (Coupled scaling invariance). Let u € C*(R%,R) and a, b,k € R*® and h : R*> —
R?, h(x,t) =: (ax, bt) and set it := %u oh™ ie, ¢, ) = %u(lf, %T). Then

a
- (] 6 1 -1
]) u; + 61/!1/[5 t Ugee = (ﬁu, + —2 Uy + Euxxx) oh
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2) Ifiiis a solution of KdV and a% =1= % then u is a solution of KdV.
3) If uis a solution of KdV and f( =1= % then it is a solution of KdV.
4) The solutions (a, b, k) ofﬁ =1= L% are given by (a,b,k) = (1, 2>, A%) for 1 € R.

15

Proor. 1) Lemma 1.15 and Lemma 1.17 together yield

6
2

- U 1 -1
(1.19) ity + Ollily + flgee = ( —uu, + Euxxx) oh

bK
2) If @1 is a solution of KdV then the left hand side of (1.19) vanishes and multiplication with bk

leads to ) )
0= (ut +6—uu, + —3uxxx) oh™!
ak a

Thus, if % =1= a% then u solves KdV.

3) Similar to 2).
4) From & = 1 we get b = a’. Using this, Z = 1 leads to k = a”. O
Furthermore
LemMma 1.20 (Galilean boost). Let h : R> — R? h(x,f) = (x — At,t) and let 1 € R. Then
u € C*(R%,R) is a solution of KdV if and only if v := (w o h™") — 4 is a solution of KdV.
Proor. We calculate Dh = (| 7). Finding h™'(&,7) = (€ + A7,7), we get D(h™") = (|} 1) and thus

forit :=uoh™!

af = uxllz"a ﬁff = uxxlh“a ﬁf{f = uxxxlh‘l’ iy = /luxlh‘l + utlh“
which leads to

ﬁ-r + 617!17!;; + Ijlggg = (u, + (/l + 6u)ux + uxxx) ° h_l

= (u, + 6(2 + u)ux + uxxx) oh™!

A4

A

6) oh™! = it — 4 and note that

Now set v := (u —

Ve =y, Ve =g, Ve = g, Vege = lgge

Thus we get

" LA
v + 6VV§ + Vege = Ur + 6(14 - g)lxtg + Ugge

A
(/lux +u; +6 (u - g)ux + uxxx) oh™!
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= (ty + OUUy + Uyyy) O B!
Thus v is a solution of KdV if and only if u is a solution of KdV. O

Altogether, we get

CoroLLARY 1.21 (Symmetries of KdV). The KdV equation has precisely four ‘symmetries’ that
transform solutions into solutions, namely translation in space, translation in time, coupled

scaling, and the Galilean boost.

Proor. Lemma 1.16, Lemma 1.18, and Lemma 1.20 showed that translation in space, translation
in time, coupled scaling, and the Galilean boost transform solutions of KdV into new solutions. It
is much more involved to prove that this are in fact all symmetries: We refer to [Olver, Chapter 2]
for the necessary theory and to [Olver, Example 2.44] for the application of this theory to the KdV
equation where this claim is proven. O
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1.6 Initial value problem for KdV

When dealing with ODEs, there are the theorems of Peano and Picard-Lindelof that establish ex-
istence resp. existence & uniqueness of solutions of initial value problems in a very general way:
If the function underlying an ODE is continuous, we have existence of solutions of initial value
problems. If the function underlying an ODE is locally lipschitz, we have existence and uniqueness
of solutions of initial value problems.

Unfortunately, there is no such general theory of existence and uniqueness for PDEs — here
each class of PDEs has to be studied separately if it admits existence and maybe even uniqueness of
solutions of initial value problems. The KdV equation u, + 6uu, + u,,, = 0 indeed admits existence
and uniqueness theorems. We will prove a uniqueness theorem using quite strong assumptions to
make the proof easier. More general existence theorems with weak(er) assumptions can be found in
[Zhidkov, Chapter 1.1] who is dealing in later chapters with other ‘qualitative’ questions of KdV
such as stability, convergence, and invariant measures, briefly, with notions related to the theory of
classical dynamical systems.

DEerINiTION 1.22. Consider R? with coordinates (x,t) and let u : R X R — R be a function.
1) u is said to have initial data iy : R — Rin 7y € R if u(x, ty) = uo(x) for all x € R.

2) u decays sufficiently rapidly if lim,_,.., 8 u(x,t) = 0 for all t € R and all k € Ny,

3) The energy of u is given by

E,:R->R>* E,) := f u(x, D) dx.

—0o0

The following statement stems in fact from ODE theory but is often very useful when estimating
a growth rate of solutions. It is due to the (originally Swedish) mathematician Thomas Hakon
Gronwall (1877 — 1932) who, after emigrating to the USA, spelt his name Gronwall. There are in
fact two formulations, the first one based on a differential equation, the second one using an integral
equation. We will recall (and later use) the first one:



18 1. KDV EQUATION: MOTIVATION AND BASIC PROPERTIES

LemMma 1.23 (Gronwall). Let ty, T € R with ty < T and let I C R be an interval of the form
[to, T or [to, T[ or [ty, oo[. Let a, B € C°(I1,R) and let « be in addition differentiable on Int(I).
Moreover, assume that o' (t) < B(t)a(t) for all t € Int(I). Then

a(t) < a(ty) exp [fﬁ(s) ds] foralltel.

Proor. Set B : I — R, B() := exp ( ft (: B(s) ds) and keep in mind that B(#y) = exp(0) = 1 and
B(t) > O for all ¢ € I. Note that B(¢) satisfies B'(t) = S(¢)B(¢) for all ¢ € I and calculate
(g)’ () = @' OB — a(B'(1) _ ' ()B(1) — a(t)B)B{)
B B%(1) B2(1)
_ a0 —ap) _
B(1) B

0

since @'(t) < a(t)B(¢t) by hypothesis and B > 0. Thus t — % is a decreasing function and therefore

attains it maximum at ¢y. This means in particular a(#,) = % > % for all € I which is equivalent

to
a(t) < a(ty)B(t) = a(ty) exp [ f B(s) ds]

for all r € I, proving the claim. O

One useful application of Lemma 1.23 (Gronwall) is

CoroLLARY 1.24. Let « satisfy the hypotheses of Lemma 1.23 (Gronwall). If a(ty) = 0 and
a(t) = 0 forallt > ty, then a(t) = 0 forall t > t,.

Proor. If a(#y) = 0 and a(¢) > O for all ¢ > £y, then Lemma 1.23 (Gronwall) implies 0 < a(¢) < 0,
thus a(¢) = 0 for all ¢ > t,. O

Now we are ready to study initial value problems of KdV.

THEOREM 1.25. Smooth solutions of KdV that decay sufficiently rapidly are uniquely determined by
their initial data.

Proor. Let us consider two smooth solutions u#, v : RXR — R of KdV with initial data uy, vo : R —
R in #y € R with uy = vy and set z := u — v. This implies in particular E,(t)) = f_ Z(uo —vo)* dx = 0.
The idea is to employ Lemma 1.23 (Gronwall) to show E_ () = O for all ¢+ > £, and deduce then
u = v since (u — v)> > 0.
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Now we look for a PDE of which z is a solution. To this aim, plug z into the KdV equation and

compute
2+ 622 + Zyiy
=ty — Ve + 0(u = V)(Uy = Vi) + Uprx = Varx
=u; — v; + 6un, — 6uv, — 6u,V + 6V, + Uy — Virr — 6VV, + 6VV,
= —6uv, — 6u,v + 6vv, + 6Vv, = —=6(1 — V)V, — 6(Uy — V)V
= —6zv, — 6z,
which yields

0 =2z 4622, + Zyxr + 62V, + 62,V = 2, + Zypx + 62U, + OZ,V.
Now multiply the equation by z and obtain
0 = 22 + ZZunx + 621y + 622,V

and integrate it from —oo to co w.r.t. the variable x:

o (o)

0= fzz, dx+fzzm dx+f6z2ux dx+f6zzxv dx

Now analyse each integral separately. Since differentiation w.r.t. parameters may be pulled out of
the integral if the function is sufficiently regular, we get

( 1 1d
fzz, dx = f(z2)t dx = EEIZZ dx.
Since sufficiently rapidly decaying functions vanish at +co, their boundary values in partial integra-
tion vanish and we obtain

fzzxxx dx = [szx]iooo - foZxx dx = —% f((Zx)2)x dx = _% [(Zx)z]iooo =0.

Similarly we get
[oswar=s[2] -3 [2var=-6 [ 25 ar

Putting everything together, we get

[Se]

_ldm2 002 5 Vx
0_2dtfz dx+0+f6zuxdx 6fz2dx

—00
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1d s 5 (Vx
Ed_tE (t) f (5 - MX) dx.

va(x,0)
2

Since u and v are sufficiently rapidly decaying there exists M(f) := maX,cr — U (x, t)| < oo for

all r which we use to estimate

%Ez(r) = 12fz (VE —ux) dx < 12fz2 %—ux dx <12 M(t)fz2 dx = 12 M(t) E.(¢).

resulting in the differential inequality
El(t) <12 M(t) E.(1)

for the energy E, of z. Lemma 1.23 (Gronwall) leads to the estimate

E.(t) < 12 E(ty) exp [f M(s) ds]

fo
for all fy € R and all # > #,. Now recall that, by assumption, # and v have the same initial data and
that therefore E,(7y) = 0. Since E,() is by definition always nonnegative, we get for t > f,

0=E. ()= f (u —v)* dx.

Since (u — v)? is smooth, we conclude (z — v)* = 0 for all x € R and all ¢ > ¢, implying u = v for all
x € Randall t > t,. ad



2. KdV equation: Hamiltonian PDE and
integrability

In this chapter, we study how the notions of Hamiltonian vector field, Hamiltonian equation, and
integrability extend to the infinite dimensional setting.

2.1 Hamiltonian formalism for the KdV equation and the
KdV hierarchy

Inspired by [Abraham & Marsden, Example 5.5.7], we drop mathematical rigor in this section
and compute purely formally to get a quick impression of the Hamiltonian formalism in infinite
dimension.

Denote by & the space of real-valued functions in one variable that

e admit at least three weak derivatives to render the KdV equation u, — 6uu, + u,, = 0
well-defined in a weak sense;

e have vanishing boundary terms in the sense that, when integrating by parts,
[ ux(x) v(x) dx = [ u(x) vy(x) dx should always hold true.

21
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The latter can be e.g. achieved by requiring the functions to have compact support. For more de-
tails, we refer to [Batlle], [Dunajski], and [Miwa & Jimbo & Date] for the necessary theorie of
(pseudo)difterential operators and suitable Hilbert and/or Banach spaces.

Now we equip the function space & with the symplectic form

[ee)

1
W (U, v) = Ef

—00

f v(x)u(y) — u(xv(y) dy] dx
where g : R —» Rliesin &and u,v € T,E, i.e., x = u(x) € TyyR 2 Rand x = v(x) € TyyR =R
are vector fields along x — g(x). Neglecting the foot point g, we consider « and v in the following
as functions u,v : R —» R.

Note that w 1s a so-called weak symplectic form such that we normally should be very careful
when switching between the form and Hamiltonian vector fields. Consider the function

[

(2.1) H:&E - R, H(g) := fg3(x) + %(gx)2(x) dx

—00

whose Hamiltonian vector field X is indirectly defined via

wX",v) = dH®).

Lemma 2.2. The Hamiltonian vector field X® of H : (&, w) — R defined in (2.1) is given by

XH(g) = 3x(382 - gxx) = 6ggx — Gxxx-

Proor. We calculate first

d
dHl) = 7| H(g+ )
d 0 3 1 2
-2 e e+ S e dx
S1s=0 2

This is a parameter depending integral where we — assuming the integrand to be sufficiently well-
behaved — may switch the order of integration and differentiation:

_ f 4 (<g+ P00+ 2((g + sv>x>2<x)) dx
dS s=0 2

= f % . (g3(x) + 3g%(x)sv(x) + 3g(x) 57V (x) + %(gx)2(x) + g(X)svi(x) + %Sz(vx)z(x)) dx
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(o)

= f 382 (x)(x) + gu(X)vi(x) dx

—00

and finally conclude by integration by parts

(o8]

= f (3 gz(x) - gxx(x)) v(x) dx.

—00

Now abbreviate (X”())(z) =: X"(z) € T,»R ~ R and consider

1 (&) X
w(X"(g),v) = 3 f f V)X () = X ()v(y) dy dx

f v(y) dy] dx

(o)

1
—Efv(x)

—00

X

f X"(y) dy
fXH(y) dy] dx

—00

f X7 (y) dy] dx.

—00

- X"(x)

and obtain by integration by parts

(o)

1
:5-2fv(x)

—00

(9

= f v(x)

—00

Comparison of both sides of the equation a)g(XH (8),v) = dH|4(v) yields

X

f X" (y) dy = 3g%(x) — gux()

—00

so that we obtain

X)) = X(x) = 0:(38%(0) = gux(X)) = 68()g(X) = Zrn().

We conclude

23

CoroLLARY 2.3. The function H in (2.1) gives rise to the Hamiltonian equation

ou = XH(u) = OUU, — Uyry

where u : R X R — R. This equation is equivalent to the standard Korteweg-de Vries equation

u;, — 6un, + uy,, = 0.
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Proor. Since we want to observe the change in time we have to ‘flow’ g € & by means of a time
variable ¢ € R. Therefore replace g : R - Rby u : RXR — R seen as u(x, r) = (u(x))(t). We find

6,u = XH(M) = 61/”/lx — Uxxx

which is equivalent to u, — 6uu, + u,,, = 0, i.e., we regain the Korteweg-de Vries equation. O
Moreover
REMARK 2.4. For p(x,t) := u(x,t) and j(x,t) := =3u’(x, ) + u(x, 1) we obtain the conservation
law
o+ j.=0.

More generally

ReMARK 2.5. Let f be a suitably differentiable function in several variables. The Hamiltonian
H : (&, w) — R given by

H(g) := f F(g(x), g:(x), gxx(X),...) dx

has as Hamiltonian vector field

Hioy - g (S
X(g)—ax(ég)

where [Abraham & Marsden]|
of

5 Oof = 0y (g, f) + 02 (B, f) -

Proor. Verify the identity

(o8]

o
w0, X @) = [ L) vx) dx = dH, ).
0g

—00

Now we want to study integrability notions of the Korteweg-de Vries equation. Define the
Poisson bracket of two functions K, L : & — R as

(K, L) := w(XX, X5).
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We will see that the KdV equation is in fact only one item within a whole family of
similarly generated partial differential equations. This was discovered and studied in a se-
ries of papers by [Miura], [Miura & Gardner & Kruskal], [Su & Gardner], [Gardner],
[Kruskal & Miura & Gardner & Zabusky], [Gardner & Greene & Kruskal & Miura] result-
ing in:

THEOREM 2.6. For g € &, set Xi(g) := g, and fi(g) := %gz and let a,b € R. Abbreviate & = 0,
which has (on a suitable Hilbert space) an inverse integration operator denoted by 2. For
J = 2, define

Xi(g) := (ag +a289™" + bP*)X;
ofi_
= (ag% +a%g + b.@3)£,
¥4
i.e., we have X;(g) = 0, (6—]0") .

08
1) Then the family of equations

u, = X(w), forj>1

is called KdV hierarchy or higher order KdV equations and recovers for a = 2,
b = —1 and j = 2 the standard KdV equation u, — 6uu, + u,,, = 0.

2) The higher order KdV equations u; = X (u) are Hamiltonian with Hamiltonian func-
tions Fi(g) := f_O:o fi(g(x)) dx and Hamiltonian vector fields XFi = X;.

3) The higher order KdV equations are integrable in the sense that {F;, F} = 0 for all
Jk>1

4) The Hamiltonian H from the standard KdV equation satisfies H = F, and therefore
{H, F;} = 0 holds true for all k > 1. Thus all Fy are integrals of the standard KdV
equation.

Proor. 1) X(u) := u, leads to u, = X;(u) = u,. Now keep in mind that u, = Yu and calculate with
a=2and b = -1
U = Xo(u) = Qu+29u9™" = 2*)9u
=2uDu + 29D~ Du) — D*u
= 2uu, + 20, (%) — Uy
= 2uu, + U, — Uyry
= OUly, — Uy

which is the standard KdV equation u, — 6uu, + u,,, = 0.
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2) Using the identity X;(g) = 0, ( ) and applying Remark 2.5 to the Hamiltonian F;(g) =
[ fi(g(x)) dx, we obtain X"i = X;.

3) In order to show integrability we first prove a recurrence relation for the Poisson bracket. We
use the short notation X;(z) := X;(g)(z) and compute

(Fj, Fi} = o(X™,X™) = (X, X,)

1 (o) X
=3 fka(x)Xj(y) - X;(x)Xi(y) dy dx

—00 —00

1 [ X X
= Eka(X) fXj(y) dy]—Xj(X)[ka(y) dy| dx

—00 —00 —00

(e8] X

i o, (
4[| [ (o) - xun| fa220) ] o

—00 —00 —00

[Se]

1 0
= Eka(X) i( )) Xj(x)( fk(X))

—00

Integration by parts leads to

[Se]

(2.7) f Xi(x) (i(x))

—00

[0e]

f((ag@ +a2g+b7%) 0fi- 1)( ) (i(x))

—00

and another integration by parts yields

[ee)

f((sfk l(x)) ((a@g+ag@+b@3) )( ) dx

—00

(2.8) =- f (‘Sf" 1(x)) Xj1(x) dx

—00

Reversing the steps that lead to (2.7), we can turn (2.8) into

= —w(Xk—l,XjH) = CU(Xj+1,Xk—1)
={Fju1, Fi-1)
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thus obtaining the relation
{Fj, Fr} = {F 1, Fi1 ).

Now we show that in fact {F;, F;} = 0 holds true for all j, k > 1. First, consider the case |j — k| even
and assume w.l.o.g. that j < k. By increasing j — j + 1 and decreasing k — k — 1 simultaneously
@ times, we obtain

{(F,Fiy ={Fj, Fro ) =--- = {FILZ’"F%} =0.

Second, consider the case |j — k| odd and assume w.l.0.g. that j < k. By increasing j — j + 1 and
decreasing k — k — 1 simultaneously |j — k| times, we obtain

{Fi, Fid ={Fj1, Firei} = - = {Fi1, Fja} = {Fy, Fj)
Since the Poisson bracket is skew symmetric, we also have
{Fj’Fk} = _{FkaFj}'

Both identities together imply {F;, F} = 0.
4) This follows immediately from 3). |
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2.2 Evolution equations and their symmetries

Intuitively, an integrable system is a system of differential equations whose behavior is determined
by initial conditions and which can be solved (‘integrated’) from those initial conditions. So it is of
interest to study the interaction of initial conditions and symmetries.

In Section 1.5, we determined four symmetries of the KdV equation by direct computation.
Whereas symmetries of differential equation are often studied by means of Lie groups like e.g. in
[Olver], we consider symmetries in this section as ‘variations of the equation that do not destroy
solutions’. To this aim, let us explain what we mean with ‘variation’. For k, n € N, consider

e variables x = (x1,...,X,) € Rn,}

Fi(R",R) := {f : R" x R* = R| f depends on

e parameters t = (t,...,1) € R¥

and set

Foar(R'R) = || FU®R",R).
k=0
The idea is to consider a function f € F3(R",R) and to see it as part of a family ¢ — f(-,¢) with

f = f(.,1y) for a suitable parameter value ¢t = #, and function f € #(R",R). Given an operator K
defined on suitable subspaces of ¥, (R",R), a special case are families arising from solutions of
initial value problems like for instance

8.f = K(f) with f(x,t0) =f(x) Y xeR"

This initial value problem describes the ‘evolution’ of f under the operator K which motivates

DerNiTION 2.9. Let K be an operator defined between suitable subspaces of F . (R",R). Then
0.f = K(f) is called evolution equation of the operator K.

Ift=(t,...,1) is k-dimensional, then 0,f = K(f) stands for the system
afl.f = K(f)’

atkf = K(f)
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ExampLE 2.10. Let K : C*°(R X R,R) —» C*(R X R,R) with K(u) := —(6uu, + u,) and u
depending on (x,t) € R2. Then the associated evolution equation 6,u = K(u) is equivalent to
the KdV equation

u; + 6un, + uy,, = 0.

Intuitively, a ‘symmetry’ of an evolution equation is another evolution equation that preserves
the property of being solutions of the first one.

DerNtTION 2.11. Let K and K be operators between suitable subspaces of Fpar(R", R), let k, € €
N, and let the parameters t = (t,,...,t;) and s = (sy,..., ;) be associated to the evolution
equations O,u = K(u) and d,u = K(u). The evolution equation d,u = K(u) is a symmetry of
the evolution equation 0,u = K(u) if, given (x,t) — u(x, t) satisfying o,u = K(u) and extending
to (x,t,5) = u(x,t,s) with d;u = K(u) for all t € R¥, the function (x,t) — u(x, t, s) is a solution

of O.u = K(u) for all s € RC. Briefly, we say that K gives rise to a symmetry of K.

In other words, let (x, ) — u satisfy d,u = K(u). If u can be considered as the initial condition
at some s = sy € R! of the initial value problem

du = K(u), u(x, t,50) = u(x, 1) VY (x,1) e R"xRF

and if all solutions (x, ¢, s) — u(x, t, s) of this initial value problem satisfy d,u(x, t, s) = K(u(x, t, s))
for all s € RY, then d,u = K(u) is a symmetry of d,u = K(u).

Note that the definition of symmetry is symmetric in s and ¢ in the following sense: start with a
function x — u(x, ty, so) and vary it first w.r.t.  and then w.r.t. s and vice versa, i.e., applying d,0;
resp. 0,0, to u as sketched in the following diagram

O,u = K(u)
u(-,t,8p) — u(-,1,5)
ou = K(u) ) T ou = K(u)
l/l(', To, SO) — l/l(', fo, S)
O,u = K(u)

then the diagram commutes if u satisfies uy, = uy,.
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COROLLARY 2.12 (Criterium). Let K and K be operaters of which the solutions of their evolution
equations 0u = K(u) and d;u = K(u) all satisfy 0,0, = 0,0,. Then d,u = K(u) is a symmetry of
O = K(u) (and vice versa) if and only if 0,K(u) = 9,K(u).

Proor. We compute 9,K (1) = 0,(0;u) = 0,(05u) = 0,K(u). O

Now let us consider a few examples.

ExampLE 2.13. Consider the operator K(u) := —(6uu, + u.,,) of which the evolution equation
ou = K(u) is equivalent to the KdV equation u, + 6uu, + u., = 0. Then Ozu = K(u) with
K(u) := u? is no symmetry of 0,u = K(u).

Proor. We show that d,K(u) = d,K(u) does not hold: keep in mind that 6,0, = 9,0, holds true for
smooth functions and compute
OsK(u) = —(6uuy + tyxe)s = —Oustty — Ouity)s — (Uyxr)s
= —6uu, — O6uus)y — ()

and now make use of d,u = K(u) = u® and obtain

= —6uluy — 120%u, — 2(uny) s = =181, — 2(()” + Uity

= —18u’u, — 4ty — 20ty — 2uthyyy = —18u%u, — Ottty — 2Ulh .
On the other hand, we have u, = K(u) = —6uu, — u,., and thus we get

0,K(u) = (uz)t = 2uu, = 2u(—6utty — Uyyy) = —120% 1, — 2Ull 5y

so that 3,K(u) # 0,K(u), i.e., K does not give rise to a symmetry for K. O

We will now consider examples based on ‘homogeneous differential polynomials’. To this aim,
we assign degrees to differential terms as follows: a term of differential order zero is assigned degree
2. Each differentiation w.r.t. x adds +1 to the degree, i.e., deg(u) = 2, deg(u,) = 3, deg(u,,) = 4
etc., and multiplication leads to addition of the degrees, i.e., deg(uu,) = 2+ 3 = 5 etc. This gives
the following monomials of odd degree:

e degree 3: u,
e degree 5: uity, Uy

° degree 7: I/tzux, Ulxxxs UxUyxs Uxxxxx
This leads to the following homogeneous polynomials:

e degree 3: cu, with (constant) coefficient ¢ € R.
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e degree 5: cjuu, + cu,,, with (constant) coeflicients ¢y, ¢, € R.

e degree 7: CLUP Uy + Collllyyy + Callyllyy + Callprr, With (constant) coefficients ¢y, ¢a, ¢3, ¢4 € R.

For homogeneous polynomials of degree 3, we obtain:

ExampLE 2.14. Consider the operator K(u) := —(6uu, + u.,,) of which the evolution equation
O = K(u) is equivalent to the KdV equation u, + 6ui, + g, = 0. Then d,u = K(u) with
K(u) := cuy is a symmetry of d,u = K(u) for all ¢ € R.

Proor. We keep in mind that 9,0, = 0,0, holds true for smooth functions and that, by assumption,
uy; = cu,. Then we get

DK (1) = ~(6Utty + )y = =6ttty = 6U(1Ly) = () exe
= —6¢(u,)* — 6CUU — Cllyrry.
On the other hand, keeping u; = —(6uu, + u,,,) in mind, we compute
O K(u) = (cuy)y = )y = =6cutt, — 6¢(t)* = Clhyrn
which yields 0,K(u) = 0,Ku),ie., K gives rise to a symmetry. O
Example 2.14 corresponds to the KdV symmetry translation in space. This makes intu-

itively sense since the variation with s is in fact a ‘variation in space’ via u; = u, (see also
[Miwa & Jimbo & Date, Remark 1.1]). For homogeneous polynomials of degree 5, we obtain:

ExampLE 2.15. Consider the operator K(u) := —(6uu, + u.,,) of which the evolution equation
ou = K(u) is equivalent to the KdV equation u, + 6uu, + u., = 0. Then Ozu = K(u) with
K(u) = 6cuuy, + cityy is a symmetry of 0,u = K(u) for all ¢ € R and it is the only one arising
from the ansatz K(u) = ciuuty + coltyox With constants ¢y, c, € R.

Proor. We make the ansatz K(u) := cquu, + oy, and will show that 6¢, = ¢; must hold true in
order to give rise to a symmetry. We keep in mind that 0,0, = 0,0, holds true for smooth functions
and that by assumption u; = cjuu, + cyu,,,. Then we get

8SK(M) = —(6MMX + Mxxx)s = _6usux - 6u(us)x - (us)xxx
= —6(C1Mbtx + CQ”xxx)ux - 6M(C1M1/lx + C2uxxx)x - (Cluux + C2uxxx)xxx

2 2 2
—601Ll(lxtx) - 6c2uxuxxx - 601” Uxx — 6clu(ux) - 602uuxxxx - Cl(uux)xxx — CoUyxxxxxx

2 2
_lzclu(ux) - 662quxxx - 6C11/t Uxy — 662uuxxxx - Cl(uux)xxx — CoUxxxxxx-
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On the other hand, making use of u, = K(u) = —(6uu, + u,,,), we compute

0,K(u)

(C]l/llxlx + C2uxxx)t = CrUy + Clu(ut)x + CZ(ut)xxx

2 2 2
—6C1M(I/tx) — ClUxUyxy — 6clu Uxx — 6C1M(th) — ClUUyxxx — 6c2(uux)xxx — CoUxxxxxx

2 2
_12C1u(ux) — ClUxUyxx — 6C]Lt Uxy = ClUllxyxx — 6C2(uux)xxx — CoUyxxxxxx-

Thus, the equation d,K(u) = 0,K (1) holds true if and only if ¢; = 6¢,. This means that K must be
of the form K(u) = 6cuu, + cu,,, with ¢ € R. o

Example 2.14 corresponds to the KdV symmetry translation in time. This makes intuitively
sense since the variation with s is in fact a ‘variation in time’ via u, = —(6uu, + u,,) = u; (see also
[Miwa & Jimbo & Date, Remark 1.1]). For homogeneous polynomials of degree 7, one finds

ExampLE 2.16. Consider the operator K(u) := —(6uu, + u.,,) of which the evolution equation
ou = K(u) is equivalent to the KdV equation u, + 6uu, + u,,, = 0. Then Ozu = K(u) with
K(u) := cuiu, + 2cUtt gy + 4CU ity + gcuxxxxx is a symmetry of 0,u = K(u) for all c € R and it is
the only one arising from the ansatz K(u) = ¢’y + Colllhyyy + C3Uxlyy + Callyrxxr With constants
C1,C2,C3,C4 €R.

Proor. Left to the reader; see also [Miwa & Jimbo & Date, Equation 1.20 and Equation 1.21]. O
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2.3 Lax formalism of an evolution equation

Recall that, intuitively, an integrable system is a system of differential equations whose behavior
is determined by initial conditions and which can be solved (‘integrated’) from those initial con-
ditions. So it is of particular interest to find equivalent formulations that are hopefully easier to
solve.
Let L and M be operators between suitable subspaces of ¥, (R",R). The eigenvalue problem
of L is given by the equation
Lv =2y

where v is an eigenfunction of the eigenvalue A and both are thought to depend on the same param-
eter t € R¥ (if any). Recall that the evolution equation of M is of the form d,u = Mu. The idea is
now to consider the combined equations

Lv = Av,
2.17)
o,v = Mv

in the sense of varying the eigenvalue and associated eigenfunction of L with the evolution equation
of M, i.e., for a given x — v(x) with Lv = Av that can be seen as initial condition v = v(:, y) with
A = A(ty) at time ¢ = t, consider the solutions (x, ) — v(x, t) with eigenvalues ¢ — A(f) of the initial

value problem
Lv=2Av (where d:RF > R),

0,v = My,

v(x, ty) = v(x, ) Y xeR"
We now rewrite the system in Equation (2.17) as follows: first, differentiate the equation Lv = Av
w.r.t. the parameter ¢. This yields, using short notation L, := d,L and v, := 0,v and 4, := 0,4, the
equation
Lyv+Lv, = Av+ Av,.

Making use of v, = Mv, we get
Lv+LMv=Av+AMv =Av+ M(Av) = 4,v+ MLv.
Using the notion of commutator or Lie bracket of operators

[L,M] := LM - ML
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we obtain the equation
(L + [L, M])y = Av.

DEriniTION 2.18. The equation L, + [L, M] = 0 is called Lax equation. Two operators L and M
satisfying L, + [L, M] = 0 are called a Lax pair.

This equation is named after the Hungarian-American mathematican Peter David Lax (born in

1926). An immediate observation is

Lemma 2.19. The Lax equation is satisfied for a pair of operators L and M if and only if the
spectrum of L does not change under time evolution, i.e., the eigenvalues A do not depend on t.

Proor. The equation (L, + [L, M]) = A, implies
L+ [L,M]=0 S 0=1,=0,1

1.e., the eigenvalues A are constant.

2
ExampLe 2.20. Given the Harmonic oscillator H(q, p) = 4~ + ’%qz, its Hamiltonian equations

. _ P . 1
=2 o L
= can be written in matrix form 1) _ m |4 .
p) \=k 0J\p
Using the change of variables

p=—kq
k
(q.p) — (Q.P) = [\/—q, 3)
m m

we rewrite the linear system as

lr) =% S (7)

and then consider M as the time evolution matrix. The matrix

P2
—2 2
2

2

does not commute with M, but their commutator is in fact the time evolution of L:
d P C -Lp Lp
—L=]. Q. = ka v o|=LM-ML.
dt Q -P P 0
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Computing the eigenvalues of L via 0 = det(L — Al,) = —(P — A)(P + A1) — Q? yields

= l\/7 i\/ﬁq —+\/7\/_

which means that the eigenvalues are constants of motion, since the Hamiltonian is a constant
of motion. Similarly we can recover the Hamiltonian, i.e., the conserved quantity, by computing

the trace of the square of the matrix L.




36 2. KDV EQUATION: HAMILTONIAN PDE AND INTEGRABILITY

2.4 Lax pairs of the KdV equation

In this section, we will find two distinct Lax pairs for the KdV equation and study the eigenvalue
problem of one of the involved operators. To this aim, let # : R — R be a function, possibly
depending on parameters, and consider

L:=0"+u
seen as operator between suitable subspaces of ¥ ,,(R, R) where L operates on functions v via
Lv = ((9)% + u)(v) = vy + uv,

i.e., 0% is the usual second order differential operator and the zero order term u acts by multi-
plication. L is thus the 1-dimensional Laplace operator plus a zero order perturbation. Since the
Lax formalism varies solutions of an eigenvalue problem we first should determine if the eigen-
value problem Lv = Av can be solved explicitly. There are several ways to approach this prob-
lem, e.g. by doing an ansatz with formal power series or an ansatz with Fourier series. We follow
[Miwa & Jimbo & Date, Section 1.3] by using formal power series.

ProPOSITION 2.21. Let L := 8> + u. Then the coefficients in the expansion as formal power series

y= eVl 20 (‘/Vj" % of the eigenfunctions v : R — R of the eigenvalue problem Lv = Av can be

determined recursively by solving
1
0vo=0 and 0y = —E (8ka_] + l/lvk_]) YVk>1.

Thus vy is constant and vi(x) = —% fx agvk_l(y) +u(yywi 1 (y)dy Yk>1.

Proor. If u : R — R vanishes then Lv = Av reduces to v,, = Av of which the solutions are of the
form v(x) = ce V¥ with ¢ € R. If u # 0 then we make the ansatz

v(x) = eﬁxz (‘z{/;c;k
k=0

This leads to

O=v, +uv—Av
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_ | Ve Vi Ve N _(Vh)x Vix Ve, Vix Vk
AT sy sy By

= Qe V& Vi Ve V& (Vi) Vix (Vi) xx
e ; 7 T +2VAe ; —\/,_1 T te g{; " -
(V1) (V1) (V1)

+ ueﬁxz e /leﬁxz e

k>0 (\//_l)k k>0 (\//_l)k

=2 \/z Vax (Vi) Vax uvg + (Vi) ax
e ;—(\/ﬁ)k +e ;—(\/ﬁ)k

After dividing by eV, we get, for k > 0, the following equations for the coefficients v:

e 0 = 2(vp), implies x — vy(x) = vy must be constant.
® 0=2(v1), +uvy + (Vo)xx = 2(v1)x + uvo implies vi(x) = -3 fx u(y) dy.
e 0= 2(V2)x +uvy + (Vl)xx lmphes VZ(x) = _% i u(y)vl(y) + (Vl)yy(Y) dy

In general, we get O = 2(vi), + uvi—1 + (Vi—1)xx for k > 1 which leads to

1 X
vi(x) = -3 fu(y)vk-l(y) + (V) dy V=1

which proves the claim. O

Given the operator L, we will see that there are (at least) two totally different choices for the
operator M to form a Lax pair for the KdV equation. The first one is a differential operator of first
order:

ExampLE 2.22. Let u be a function and y € R a constant and
L=0*+u,
M = (y +u,) — (44 + 2u)o,

where A = A(t) is an eigenvalue of L. Abbreviate L, := 0,L = u,. Then L and M form a Lax pair,
i.e., we have L, + [L, M] = O, if and only if u solves the KdV equation u, + 6uu, + u,,, = 0.

Proor. Let v : R x R — R be a function in the variables (x, f) € R?. We calculate
(L;+ [L,M])(v) =Lv+LMv— MLy
= uw + (02 + W ((y + uy) — (44 + 2u)d,)(v) — (¥ + uy) — (4 + 2u)0,) (0% + u)(v)
U + (02 + u)(yv + uy — 4Av, + 2uv,) — ((y + uy) — (42 + 2u)0,)(Vyr + uv)

= UV F YV F UV + 2 Vi + UV iy — AW r — 2U Vi — AUV — 200 1y
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+ yuv + uu,v — 4uv, — 2utv, — (YVar + UV — 4V — 2UV i
+ yuv + uu,v — 4u,v — 4Auv, — 2uu,v — 2u2vx)
= UV + UV — AUV + AUy + 2uu, v

and, making use of A being an eigenvalue, i.e., Av = Lv = v,, + uv, and we obtain furthermore

UV + UV — 4V + 4 (Vi + uv) + 2uu,v

UV + UV — 4V, + 4u, v, + 4un,v + 2un, v

(u; + 6uL, + Uy )V.

Thus L, + [L, M] = 0 holds true if and only if u, + 6uu, + u,, = 0, i.e., u is a solution of the KdV

equation. O

Now let us consider another possible Lax pair related to the KdV equation where M is an

operator of third order.

ExaMmPLE 2.23. Let u,cy, c», c3 : R?> — R be functions with variables (x,t) € R% Then the ansatz
L=03+u,
M = clﬁi + 20, + C3

turns L and M into a Lax pair if and only if

e (ci,02,c3) = (=4, —6u, —3u,),
e u solves the KdV equation u, + 6uu, + u,,, = 0.

In other words, L and M form a Lax pair if and only if
L=0+u,
M = —43° — 6ud, — 3u,

and u satisfies u; + 6uu, + ty,, = 0.

ProOF. Let u, v, ¢y, ¢2, ¢3 : R? = R be functions with variables (x,7) € R* and set L := > + u and

M := 10 + 20, + ¢3 and L, := 8,L = u,. We calculate

(L, + [L, MD(v) = uv + (0 + u)(c10° + 20, + c3)(v) — (€107 + €205 + ¢3)(0% + u)(v)

=uv+ (ﬁi + U)(C1Viex + C2Vy + C3V) — (clf?i + €20, + ¢3) (Vi + Uv)

Uy + (Cl)xxvxxx + 2(Cl)xvxxxx + C1Vyxxxx T (CZ)xxVx + Z(CZ)XVxx + C2Vxxx

+ (€3)xxV + 2(a3) Vi + C3Vyy + CLUV o + CoUV, + A3UV
— C1Vxxxxx — C2Vxxx = C3Vxx — CllUyxxV — 3C1uxxvx - 3cluxvxx

— ClUVxx — CollV — CoUV, — C3UV
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= UV + 2(C) Vi + (€D xcVirr + 2(€2)xVir — 3C1UYV e + (C2)x Vi
= 3C1UVi + 2(€3)xVx + (C3)axV — CllhyeyV — ColhV
= 2(c1)xVrxnr + (€D xxVaxx + (2(€2)x = 31U )V
+ ((€2)xr = 3Cittyy + 2(c3))Vi + (U + (€3)xx = Clllyrx — CoUx)V.

0 = L, + [L, M] holds true if and only if the coefficients of v, r, Virxs Vix» Vi, and v vanish. This
means

e 0 = 2(cy), gives (c1), = 0 which implies that ¢c; must be constant. Denote this constant for
the moment by c. Its precise value will be determined below.
e ¢; = c constant satisfies automatically also (¢1),, = O.
e Moreover, 0 = 2(c3), — 3ciu, = 2(c3)x — 3cu, implies (), = %cux so that c,(x) =
%c fx uy(y) dy = %cu(x).
e Furthermore, 0 = (¢3), — 3¢y + 2(c3), = (%cu)” — 3cu,, + 2(c3), which is equivalent to
3

(€3)x = 7CuUyx, Which implies in turn ¢3 = %cux.

e Eventually, we find

1
0= u + (€3)ax — Cllbyay — CoUty = Uy + 7 Clhaonx — Clhex = 5 CUlLly = 7 Cllye — S CUlLy
which agrees with the KdV equation 0 = u; + 6uu, + u,,, if and only if -4 = ¢ = ¢;.
Altogether, we find ¢; = —4 and ¢, = —6u and ¢; = —3u, which leads to M = —48i — 6uod, — 3u,.
Moreover, we conclude that L = > + u and M = —40° — 6ud, — 3u, form a Lax pair if and only if

u is a solution of the KdV equation u; + 6uu, + u,,, = 0. O

The resulting equation and Lax pair (if any) depend quite a bit on the chosen ansatz:

ExAMPLE 2.24. Let u,c, ¢, : R> = R be functions with variables (x,t) € R%. Then the ansatz
L= 0)2( +u,
{M = (9)3C + 10, + 2
vields a Lax pair if and only if
e = %u and ¢y = %ux,
e u solves the KdV type equation u, — %uux - }‘uxxx =0.

In other words, L and M are a Lax pair if and only if

L:6i+u,

3 3
M = (9)3C+ §u6x+ Zux

and u satisfies u; — %uux - iuxxx =0.
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Proor. Let u,cy,c; : R* — R be functions with variables (x,7) € R* and L = 6> + u and M =
&+ ¢10, + ¢; and L, := 8,L = u,. We compute

(L, + [L, M])(v)
= uv + (0% + u) (0> + 10, + c2)(v) — (02 + €10, + 2)(0* + u)(v)

uyv + (8)26 + U)(Vypx + C1Vx + C2V) — (0i + 10, + ) (Vi + UV)

= UV + Vixrrx T (C1V0)xx + (C2V) 5 + UVipx + CLUV, + CouY

— Vxxxxx — (uv)xxx — C1Vxxx — C](MV)x — CQVyx — C2UY

Uy + (Cl)xxvx + 2(Cl)xvxx + C1Vaxx T (CQ)xxV + 2(C2)xvx F CoVix + UVyxx

+ ClLUVy = UyyyV — Uy Vy — BUyViy — UV gy — C1Vixx — ClllyV — ClUVy — C2Vyx

(2(Cl)x - 3ux)vxx + ((Cl)xx + 2(02)x - 3uxx)vx + (ut + (CZ)xx — Uyxx — C]MX)V

0 =L, + [L, M] holds true if and only if the coefficients of v,,, v,, and v vanish. This leads to
o 0 =2(cy), — 3u, is equivalent to (c;); = 2u, and thus ¢; = 2u.

3 3 . . 3

® 0= (cu+2(c2)x — 3Uhux = FUpr + 2(C2)x — 3y = 2(C2)x — SUxy 18 €quivalent to (¢2)y = FUix
which implies ¢, = %ux.

3 3 1 .

® 0= u+ (C2)ax — Unex — ClUy = Uy + JUpgy — Uyyx — SUU, — Uy 18 2 KdV type

Suu, = u, — 1

2
equation.

Thus the coeflicients are uniquely determined by ¢; = %u and ¢, = %ux and the related PDE is of

KdV type given by u, — %uux - %uxxx = 0. We conclude that L and M form a Lax pair if and only if

¢, = 2uand ¢, = 3u, and u is a solution of u, —

3 1 _
5 ) SUUy — Uy = 0. O

2 4
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2.5 Limitations of the Lax formalism

A look at the proofs of Example 2.22, Example 2.23, and Example 2.24 shows that an ansatz usually
leads to several constraints. If the underlying field is commutative one may hope for a reasonable
number of terms arising from the commutator in the Lax equation to cancel each other. But as soon
as we are not working over the real or complex numbers but the quaternions then much less terms

will be able to cancel each other.
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DErINITION 2.25. A linear map I : R** ~ C" — R*" ~ C" satisfying T o I = —1d is said to be
a complex structure. Three complex structures I, I,, T3 : R — R* form a quaternionic
structure if /o Jl,=—-1,01, =13

Let us have a look at some examples.

ExampLE 2.26. Let i € C denote the imaginary unit. Then
T:R"=C" >R =C", 2=, 22) & iz := (i1, - - -, i2,)

is a complex structure.

Furthermore

DErINITION 2.27. Write elements x = (xo, X1, X2, X3) € R* as x = xo + ix; + jx, + kx3 where i, j, k
satisfy i> = j* = k* = ijk = —1 and endow it with the standard addition and the (noncommuta-
tive!) multiplication
xy = (xo +ix; + jxo + kx3)(yo + iy1 + jy2 + ky3)
= XoYo + ixoy1 + jXoy2 + kxoys + ixiyo + i2x1y1 + ijxiys + ikxiys
+ jXoyo + jixayy + j2X2y2 + jkxpy3 + kxszyo + kixsy, + kjxsys + k2x3y3
= XoYo — X1y1 — X2Y¥2 — X33 + i(Xoy1 + X1Yo + X2y3 — X3Y2)

+ j(Xoy2 + X2y0 — X1y3 + x3y1) + k(Xoy3 + X3y0 + X1y2 — X2)2).
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(R%, 1, j, k) with the above multiplication is usually denoted by H and its elements are called
quaternions. i, j,k € H are often called quaternionic units. Quaternionic conjugation is

defined as x := xpix; — jx; — kxs.

Multiplication in H is indeed not commutative as already the very special case ij = — ji shows.
In fact, only the subspace of real numbers of H commutes with all z € H.

ExampLE 2.28. Let i, j, k € H be the quaternionic units. Then

7 :H" - H", I(z1s.nzn) = (21, - -5 120),
j:Hn%HH, j(zla---’zn) = (.jzl,-"’jZl’l)’
K:H" - H", K(zi,...,20) = (kzy, ..., kz,)

are three complex structures that form in fact a quaternionic structure.

We are now interested in the following PDE.

DErFINITION 2.29. Let R*" ~ H" be equipped with a quaternionic structure I1,1,, 1. Consider
T3 := (R/Z)® with the standard basis and denote the associated partial derivatives by 9, ,,
03. Amap v : T> — H" satisfies the Cauchy-Riemann-Fueter equation if

T,0\v+ 1,0,v+ 1303y =0.
The Cauchy-Riemann-Fueter operator is given by
@ =101+ 1,0, + 1505
and its quaternionic conjugate by
@ =110, — 120, — I303.

The negative evolution equation associated with the Cauchy-Riemann-Fueter operator is
given by

ou=—Jg(u)
where u : T3 x R — H has coordinates (x,t) € T3 x R.

Note the following relation between the Cauchy-Riemann-Fueter operator and the Laplace op-
erator:
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RemARK 2.30. d is a Dirac type operator in the sense that Jod = A where A is the 3-dimensional
Laplace operator.

The Cauchy-Riemann-Fueter equation is of importance for instance in hyperkéhler Floer the-
ory where it describes the critical points of the hypersymplectic action functional. Its negative
evolution equation coincides with the PDE induced by the negative L*-gradient flow between
critical points, for details see [Hohloch & Noetzel & Salamon] and its physical interpretation in
[Brilleslijper & Fabert]. The Cauchy-Riemann-Fueter equation can be written as Hamiltonian
PDE, see [Hohloch]. Thus it makes sense to inquire about the existence of Lax pairs. We will
see that the noncommutativity of the multiplication in the target space poses here the real obstacle.

ExampLE 2.31. Let R ~ H" be equipped with a quaternionic structure 1,,1,,13 and let
01,01, 03 be the partial derivatives on T w.r.t. the standard basis. Let u,v : T3> x R — H" be
functions with variables (x,t) € T° x R and set

L:=@g+u,
{M::E

with L(v) := @(v) + uv where the operation H" x H" — H", (X, Y) — XY must be associative
and linear in both factors. Then L, + [L, M] = 0, i.e., L and M form a Lax pair, if and only if

e u solves u; + @(u) =0,
o J,u=ul, forallm=1,2,3.

Proor. Let u,v : T? x R — H" be functions with variables (x,#) € T> x R and let L := J + u and
M = 5 and set L, := 0,L = u,. Since complex structures are linear maps, we get for m € {1, 2, 3}

(81 (Imv)’ aZ(ImV)a 83(Imv)) =D (Imv) = DImlvDV = Im(alva 82\)7 83\/)
= (Imalv’ -Z—maZV’ Ima?av) .
Moreover, if v is sufficiently regular, then

02 V= O OpyV = Oy, v =1 02

mymy mom

for all my, m, € {1, 2,3}. We compute
(L + [L,M])(v)
= uv + (Ilal + 12(92 + I303 + M)(—Ilal — Izaz — I383)(V)
—(=110\ = 1,0, — 1305)(1,0, + 1,0, + 1305 + u)(v)
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=uyv+ (1101 + 1,0, + 1305 + u)(—1101v — 1,0,v — 1505v)
+ (7101 + 1,0, + 1503)(J 101V + 1,0,v + 1305V + uv)
=uy+ 811,08, — I, 1305y — I,1,0%,v + 03,v — 1,130%,
- I3I18%3v - 1-3[26%3\/ + 0§3v —ul01v —ul,0,v — ul;03v
— 01, v+ 11 1,0%12v + I, 130%,v + T1(0u)v + T u ;v
+ szla%zv - 852\/ + [21—35%31/ + 15(0u)v + Lou v
+ 1371003V + 31,05,V — 033 + T3(03u)v + T3u d3v
= (Tu—ul )0+ (Tou—uly)0v+ (L3u—uls)ozv
+ (u; + 1101u + 1,0,u + 1303u)v.

The identity L, + [L, M] = 0 is thus equivalent with

JTu=ul,,
Tou=ul,,
Tiu=ul;,
u, + 1101u + 1,00u + I130;u = 0.

The first three conditions require u to commute with all three complex structures and the last con-

dition is equivalent to the negative evolution equation d,u = —@(u). O

Thus solutions u of the evolution equation d,u = —@(u) cannot be very rich in structure if the

associated operators should form a Lax pair:

RemARk 2.32. 1) Let I, =i, 1, = j, I35 = k be the standard quaternionic structure on H.
Then the condition I ,,u = ul,, for allm = 1,2,3 in Example 2.31 is satisfied if and only if
u is real valued, i.e., of the form (u,0,0,0) € R* ~ H.

2) Example 2.31 was found with the ansatz M = ad, + bd, + c¢d3 where a,b,c : T> xR — H
are coefficient functions depending on (x,t) € T xR and I, = i, I, = j, I3 = k is the
standard quaternionic structure on H. When studying the conditions for L, + [L,M] = 0,
then the coefficient of v is given by u, — ad,u — bo,u — cOzu which yields u, + d(u) = 0 if and
onlyifa=—iand b =—jandc = —k.
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3. KdV equation: direct and inverse scat-

tering

In this chapter, we will use the Lax formalism and the scattering technique to solve the initial value
problem for the Korteweg—de Vries (KdV) equation.
In the previous chapter, in Examples 2.22 and 2.23, we gave the following two Lax pairs for the

KdV equation:
L =8 +ux,1), d L =8+ ux,1),
an
M = (y + u(x, 1) — (41 + 2u(x, 1)) O, M = —48% — 6u(x, )0, — 3u(x, 1).

Both pairs satisfy the Lax equation L, = [L, M]. Roughly speaking, the eigenvalue problem associ-
ated with the operator L allows us to deduce the so-called scattering data from the initial condition.
The time evolution operator M then governs the time evolution of these scattering data. Finally, the
inverse scattering transform (by the use of the Gel’fand-Levitan-Marchenko formula) reconstructs
the solution. A diagram of this procedure is shown in Figure 3.

Scattering (L-operator)

KdV equation Scattering data
Solve equation ‘Time evolution of scattering data (M-operator)
q(x) q(k)

Inverse scattering transform

Ficure 3.1. The procedure around the method of inverse scattering.

45
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3.1 Analogy with Fourier transformation

The abstract procedure of scattering is quite similar to the Fourier transform formalism, though
the details differ considerably. The Fourier transform converts a partial differential equation into a
new equation for the so-called Fourier coefficients, which is hoped to be easier to solve. Then, the
inverse Fourier transform allows for reconstructing the solution.

Now recall that, for f € L'(R"), the Fourier transform is given by

1 f .
Jf(x)exp(—ix - &) dx
n/2
(2m) s

fe =

and it lies in C)(R") = {g e C'R" | g bounded}. Moreover recall

ProposrTion 3.1. Let f € L'(R") and f € L'(R"). Then

3 1 + e
— lX»d
J) —@R[fe 3

coincides with f almost everywhere.

The domain of the Fourier transform can be modified to make it invertible without requiring
any specific conditions on the transformed function:

PropositioN 3.2. The Fourier transform is a bijection from S (R") (Schwartz space) to itself,

where the inverse Fourier transform of a function f(£) is given by:

1 -
= — | fe~ae.
f(x) mR[fe &

Proor. See for instance [Reed & Simons] and/or there references therein. |

More properties, technical details, and applications of the Fourier transform can be found in
[Reed & Simons].
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ExampLE 3.3. Let f, g € L'(R", C) and denote by V = 2 03 the Laplace operator on R" (often
called vector Laplacian in Physics) and consider the following partial differential equation:

(3.4) Vf+f=g

Since the Fourier transform turns differentiation into multiplication via 517 = —i¢; £, applying
the Fourier transform to both sides of Equation (3.4) yields

g:—zﬁy+f=—2ﬁmﬁ#f=p+§}ﬂf
j=1 Jj=1 J=1

which can be solved for (&) via
8¢
(1+28)
Applying the inverse Fourier transform then yields the solution of the original Equation (3.4):
1 fé’(f) exp (iX - &)
= (e

RVL

fo =

fx =

dé.

ExampLE 3.5 (Heat equation). Let g € L*(R) and consider the heat equation

_ 2
(3.6) 0, f(t, x) = 03 f(t, x),
£(0,x) = g(x).

Note that requiring g € L*(R) ensures that the Fourier transform and inverse Fourier transform
are both bijective mappings from L*(R) to itself. To solve the heat equation we will follow the
procedure in Figure 3.2: Using the inverse Fourier transform, we rewrite

(3.7) ft, x) = \/%_[f(t, k) e dk  and f(0,x) =glx) = \/%_l‘g(k)eikxdk,

Substituting this into the heat equation (3.6), we obtain the new equation
3,1, k) = k£t k),
£0.k) = 3k

which is an ordinary differential equation whose solution is given by

f@, k) = glke ™.
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Fourier transform

du _ u k) _ 124
5 =53 o = —k“i(t, k)

Solve equation Time evolution
u(x,t) ik, 1)

Inverse Fourier transform

Ficure 3.2. The procedure around the Fourier transform method.

Putting this solution into the left formula in (3.7) gives

+00
1 2
flt,x) = —= f g(k) e g
Var .

from which we obtain the solution for the original equation:

00 400

1 )
f(t,x) = 2_ ffg(y)e—kztﬂk(x—y)dydk
T

—00 —00




3. MOTIVATION FROM PHYSICS 49

3.2 Motivation from physics

Scattering is a well-studied framework in physics, as a significant portion of modern particle
physics relies on the analogy between particle interactions and scattering phenomena. In this sec-
tion, we will give an introductory overview of quantum mechanics and scattering theory to clarify
some aspects of the physics behind the scattering scheme.

For simplicity, we will restrict our study to a one-dimensional domain R. Note that we will
also consider the reduced Planck constant equal to unity, i.e., # = 1. For a more comprehensive
treatment of quantum theory from a physical perspective, see [Sakurai & Napolitano], and for a
mathematical approach, refer to [Hall]. We now describe the postulates of quantum mechanics in
the Schrodinger representation.

Typically, the state of a quantum system at a fixed time is identified by a vector in a Hilbert
space, which in our case is L?>(R). However, when studying scattering phenomena, the set of possi-
ble functions is extended, allowing for non-normalizable functions as well.

An observable refers to a measurable quantity of the physical system, represented by a self-
adjoint operator acting on the Hilbert space. The possible outcomes of a measurement are the
eigenvalues of the corresponding self-adjoint operator. When a measurement is made, the wave
function collapses into the eigenfunction associated with the measurement outcome.

The time evolution of a quantum state is governed by the time-dependent Schrodinger equation

—i0(t, x) = Hy(t, x)

where H is the Hamiltonian operator (representing the energy operator), often briefly called the
Hamiltonian of the system, and (¢, x) is the function representing the quantum state.
In general, the Hamiltonian operator of a one-dimensional system takes the form

02
H=—-——+V(x)
2m

where the first term represents the kinetic energy, i.e., the square of the momentum operator
p = —id,,

and the second term represents the potential energy V(x). The Hamiltonian operator acts on func-
tions Y via Hyy = —0%y + V(x)y.

The goal from a physical perspective is to study an obstacle, represented mathematically by
a potential V(x), through the asymptotic behavior of a test wave (or particle beam). This is done
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by sending a beam from —co, which collides with the potential creating a reflected beam, and a
transmitted beam which is the part of the beam that overcomes the obstacle.
The setup thus results in three beams:
o To the left of the obstacle, as x — —oco, we have the incident beam, represented by the wave
function ¢;,. ~ exp{+ikx}, and a reflected beam, with the wave function ., ~ exp{—ikx}.
e To the right of the obstacle, as x — +oc0, we have the transmitted beam y,, ~ exp{—ikx}.

ReMARK 3.8. The beams are mathematically described by ;. ~ exp{+ikx}, moving from left to

right. In the time-dependent version
Wine ~ exp{—wt + ikx},

the wave moves from left to right. At any fixed time, these wave functions are not normalizable,
i.e., they do not belong to L*(R). For this reason, we call them free states, and they always have
a positive energy value. In contrast, states in L*(R) are called bound (or localized) states, as
any L*(R) function can be approximated by a compactly supported function. These functions

are often associated with a negative energy value.

The potentials studied are of two types:

e Rapidly decaying potential:
Vix) — 0

|x| >0

¢ Finite-range potential, i.e., a potential that is non-zero only within a compact interval:
V(x),  xela,bl,
0, x & Ja, b].

The choice of these types of potential is not arbitrary: the first type represents long-range, non-
localized interactions such as the electromagnetic potential, while the second type can represent
either a particle itself or a finite-range potential, such as that created by the strong force.
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3.3 Scattering procedure

In this section, we will derive the set of scattering data by approaching the Korteweg—de Vries
(KdV) equation as a scattering problem. We will examine the L-operator associated with the KdV
equation and show that its asymptotic analysis corresponds to the previously illustrated physical
setting.

Let us begin by examining the eigenvalue problem associated with the operator L in a time-
independent context, as we aim to construct the scattering data at + = 0. This eigenvalue problem
corresponds to the Schrodinger-type eigenvalue equation

Lv = (6)26 + u(x)) v =k

where k> € R is an eigenvalue. We study this eigenvalue problem w.r.t. the two limits x — —oo and
x — +oo and under the Faddeev condition [KdVFaddev] 1 € P; where

f(l + |xDIg(x)ldx < +oo}_

R

P, = {g e C*(R)

This implies u — 0 as [x]| — +oco. More details over this setting can be found for instance in
[Ablowitz & Clarkson]. Under these conditions, the Schrodinger problem simplifies to

v = k*v

for both limits x — —oco and x — +o00. Thus, we identify two sets of eigenfunctions (indexed by the
eigenvalue in question):

{or(x), 0,(x)}  for x — +oo,
{l//k(X),Jk(x)} for x> —

with the following asymptotic behaviors:

P ~ e )~ e,
(3.9) X—+00 . _ X—+00 i
W)~ e )~ e

This implies in particular

(3.10)

oi(x) = @ _ (%),
Yi(x) = 1 (x).



52 3. KDV EQUATION: DIRECT AND INVERSE SCATTERING

Furthermore, as both sets satisfy the same differential equation, we can express them as a linear

combination

@) = CY(x) + DU (x)
and, by applying Equation (3.10), we obtain

{mx) = A (x) + BOOG, (),

o(x) = P4 (),
AW (x) + B (x) = C(=kW_1(x) + D(=k)pr_(x),
A(R)Wi(x) + Bk (x) = C(=k)s(x) + D(=k)(x).
This leads us to the conditions

B(k) = C(=k),
A(k) = D(—k)

which lead to
3.41) @r(x) = A (x) + Bl (%),
(%) = B(=k(x) + A(=k)r ().

To better characterize the coefficients A(k) and B(k), we introduce

DeriNiTION 3.12. Let f, g € CY(R, C). Then the Wronskian is the skew-symmetric, bilinear op-

erator

W(f,8) = f0xg — g0+
More generally, the Wronskian for n functions fi, ..., f, € C" (R, C) is defined as

fi Lo
a)cfl axf2 e axﬁz
W(fi,....[,) =det| 03fi s -+ Oify
ah oA e BT

Lemma 3.13. Let f, g € C*(R) satisfy the same Schrodinger equation. Then

0.W(f,8) = foig — g0>f = 0.
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Proor. Let e € R and consider a Schrodinger equation with a potential u(x) € Py,
(3.14) 02 f + u(x)f = ef.
Let f, g be two different solutions of (3.14). Then computing the Wronskian yields

0. W(f.8) = 05 (fog — g0f) = (fg = 80°f) = f (w(x) — ) g = g (u(x) —€) f = 0.

Since the Wronskian of ¢, and ¢_; is constant in x by Lemma 3.13, we can compute it by
considering the asymptotic behavior of ¢, and ¢_; as x — +oco0 and get

W(gpr(x), ¢ (x)) = 2ik.
The same holds for W (i (x), Ek(x)). If we compute the Wronskians using relations (3.11) we obtain
W (@ B(x) = WARY(x) + B, (x), B(-ki(x) + A(=k)g(x))

= ADAR)W r(x), . (x)) + BIOB(=k)W (), Yx(x))

= (A(K)A(=k) = B(k)B(=k)) W ((x), (%))
which leads to
(3.15) A(k)A(=k) — B(k)B(—k) = 1.
Moreover, one can express A(k) and B(k) by means of the Wronskian since

W(p(x), Y (x)) = BRYW (i (x), Y (x)) = —2ikB(k)

st I (CACNTIE)
2ik
and
Wk, 9,(0) = AW (0, 7,() = 20kAK)
leads to

W((x), ()
2ik ’
To simplify the notation in the following computations we set

A(k) =

My(x) := ¢i(x) exp(ikx), Ni(x) := yi(x) exp(ikx),
Mi(x) 1= g (x) exp(ikx), Ni(x) := (%) exp(ikx)
and obtain the asymptotic expansions

M (x) o I, Ni(x) e 1,

(3.16) _ _ — .
Mk(x) " eZlkx, Nk(x) " eZth

X—+00 —00
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with the relations

Ni(x) = N-y(x)e*™,
(3.17) — .
{Mk(x) = M_i(x)e”™.

Important coeflicients are the ratios between B(k) and A(k) and their complex conjugates. We define

the transmission coefficient T and the reflection coefficients p by

__ _ Ak

(3.18) 7(k) := 0 and p(k) := B0
Their complex conjugates are given by

— 1 _ A(=k)

k) = — d k) = ——.

7(k) 500 an p(k) Bk

Moreover, using equation (3.15), we obtain 1 — |o(k)|*> = |r(k)*> and thus
) + [r(k)* = 1.
Equations (3.11), the definition of the transmission coefficients, and recalling Equation (3.17) to-
gether yield
M, (x)
B(k)

The following statement can be found for instance in [Ablowitz & Clarkson].

(3.19) = Ni(x) + p(k)e*™ N _i(x).

Proposition 3.20. Assume the above described setting. Then
(1) M(x) and B(k) can be expanded analytically in the half-plane 3(k) > 0, and

{V}lim My(x) = 1, lim a(x) = 1.
(2) Ni(x) can be extended to the half-plane 3(k) < 0, and

Vllim Ni(x) = 1

Proor. Consider
2v(x) + u(x)v(x) = k*v(x)
and perform the transformation vi(x) = my(x) exp(—ikx) and obtain

(3.21) 2y (x) — 2ikd g (x) = —u(x)m(x).

To solve equation (3.21), we will study the Green function associated to this differential equation,
i.e., the function G(x) which solves

*Gr(x) — 2ikdG(x) = —6(x)
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Im(])
Y+
N /N N
: . — Re()
[=0 l\:\ék
V-

Ficure 3.3. Integration paths: y, and y_

where 0(x) is the Dirac delta function. This allows to write the solution of Equation (3.21) as
+00
m(x) =1+ f Gi(x — O u©m(&)de
if for [x] — +oco the function m(x) — 1. By means of the Fourier transform we obtain
+00 +00 +00 +o00

i f e Gr(Ddl - 2ikd, f e Gr(hdl + f e dl f ((il)zék(l) — 2ik(il)G (D) + 1) edl =0
which leads to

1
=20k + 2
By performing the inverse Fourier transform we get

Gul) =

1 ilx
f ¢l
VarJ 20+ P
Y

For this inverse Fourier transform we integrate over a closed path 7, as one in Figure 3.3 and closed
by a half circle. Since the poles of Gl are [ = 0 and [ = 2k, and both lie on the real line. The choice
of the path gamma is not unique since there are two possible contours y, and y_ as sketched in
Figure 3.3.

The two paths leads to two different Green functions since the paths of integration in order to
obtain the Green functions depends on the situation and there is some freedom in the choice (in the
literature, this is often referred to as prescriptions; in physics literature the Green functions are also
called propagators). Let ®(x) denote the Heaviside function. Then

: : + 1 2ikx
Vs gives rise to G,(x) = o (1 —e )@(x),

. : - -1 2ikx
V- gives rise to G, (x) = o (1 —e )@(—x).
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Note that both Green functions vanishes for |k| — +oo.
Now we use these two Green functions to obtain two integral expressions (Volterra integral
equations), one for M;(x) and one for N;(x):

X

1 2ik(x—y)
mm—ug§(be D) u(y)Mi(y)dy,

(3.22)
wal——f ) u(y) Ne(y)dy.
Since the solution of these integral equations is unique and both the Green functions are analytic,

we can conclude that M;(x) is analytic for J(k) > 0 and Ni(x) is analytic for J(k) < 0.
To study the analytic property of B(k) we recall that

M — o
&gsznmmﬁwxm
that can be transformed into
(3.23) M (x) — B(k)Ny(x) = A(k)e*™ ™ N_i(x).

By using the integral equations (3.22), we obtain for the left side of Equation (3.23):

Mi(x) = B(k)N(x)

1 X 1 +00 ‘ | B
= [1 + o f(l 21k(x—))) u(y)Mk(y)dy) — B(k) [1 "3k f(l _ 621k(x—y)) u(y)Ny(y)dy
1 r . B(k "~ . —
—1-B(k) + o f(l _ eZIk(X_y)) u(y)M(y)dy | + %k) [f(l — esz(x—y)) u(y)Nk(y)dy]
\— o X
=1-Bk) + L f(l — M) u(y) My(y)dy | - L f(l = M) u(y) My (y)d
ik Y) My y ik K\yay
\~ oo X

Bo( (. _
+ %k) [ f (1= & ) u@)Ne(y)dy

X

[ -
= 1Bl + 5 [ f (1 - ez”‘“‘”) u(y)Mk(\/)dy]

(o)

2ik

X

+i{f@wWWWw@®M@—M@M4
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1 T ;
= 1-B()+ o [ f (1- ) u(y)Mk(y)dy]

- [ [ (=) un (i) - B) dy].

X

Now consider the right-hand side of Equation (3.23):
+00
o . 1 ) —
A(k)ezlkxN_k(X) — A(k)eZIkx [1 _ ﬁ f(l _ esz(x—y)) M(y)N—k(y)dy
i

X

= AP~ [ [(=eme) u(y)A(k)erkxNk(y)dy].

X

By putting all together, and using (3.23) again we obtain

+00

1 . .
1 — B(k) + o [ f (1 - e2”<<x—>’>) u(y)Mk(y)dy] = A(k)e*™**.

(o8]

By comparing the coefficients we eventually obtain

1 (o]
Bk)y=1+ ik u(y)Mi(y)dy,
1 -
AW = =30 f u()Mi(y)e 2 dy.

—00

For the integral representations we get the analytic property of B(k) for J(k) > 0, the limit for the
same conditions:

lim B(k) — 1.

|k|—+0c0

Now we show

PropositionN 3.24. The function B(k) can have only a finite number of simple zeros located on
the upper part of the imaginary axis.

Proor. We will prove the statement in three steps.
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Step 1: Let ky be a zero of B(k), with ky = & + idy (Where &,y € R). Then by using Equa-
tion (3.11) we get

@(x, ko) = Blko)yi(x)
en subsequently

Pro(x) ~  Blko)e e,

3.25 .
522 @ro(X) ~ Blkg)e 0 e00%,

Since @;(x) is square integrable we conclude ¢, > 0. Moreover, since ¢, (x) satisfies the Schrodinger
equation

(3.26) O2pr() + (ux) + ) gu(x) = 0
and denoting by ¢;(x) the complex conjugate of ¢;(x) we compute
0 (W(pr(x), p1(X))) = 05 (or(2)0xp(x) — ¢ (X)Drp1(X))
= (DD (1) - G NPpn(x))
= (a(0) ((x) + (K°)) 0(%) = @1(0) (u(x) + (K)?) 1))
= (K = () eu(x)g; ().

Now by considering the asymptotic behavior presented in Equation (3.25) we conclude

f (W(gpi(x), pre(x))) dx — 0.

This implies
(@7 =) [Wcopax =0

which leads to
0= () - I) = 4idety = & =0.

Thus, since 6y > 0 and &, = 0 the zeros of B(k) lie on the positive imaginary axis.
Step 2: Let us now prove that the zeros of B(k) are simple. Consider once again the Schrodinger
equation (3.26) for ¢;(x). Now multiply it by dy¢(x) and obtain

(3.27) Fpr(DPp(x) + Brepi(x) (u(x) + k) (x) = 0.

In a similar way, by computing the derivative of Equation (3.26) w.r.t. k and multiplying the result
with ¢, (x) we get

(3.28) LX) 2pr(x) + (u(x) + K) @u(x)Drprx) + 2k (1)) = 0.
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The difference between Equations (3.27) and (3.28) gives

2
(100010 = Dr(0 () + 2K (@n)) =0,

This implies

(o8]

(3.29) Tim W0, dpi(0) = lim W(ge(x), degpe()) = 2k f .

—00

Now compute
W (Okpr(x), Yri(x)) + W (i(x), Oip(x))

(3.30) = Okpr(X)0: (%) = B0k (X)W (X) + @r(x)0 i (x) — O pr(X)ifrie(x)

= Ok W(pr(x), Yi(x)) = 0k(2ikB(k)) = 2iB(k) + 2ik 0, B(k).
If B(k) has a zero in io- then we obtain

Gir(x) = Bio)i(x)
and Equation (3.30) becomes
W (Oki(X), Yi(x)) + W (@i(x), Ohi(x)) = 2iA(i0) — 2070, A(ior).

Now compute

AW ((x), Ot (x)) = W(pr(x), Bugpr(x)) = =2B(i0r)or DpA(icr)

which, when taking the limit for x — —oo, and comparing it with equation (3.29):

(o)

—2io f 0ir(X)2dx = =20 B(io) 8; A(ior).

—00

But using Equations (3.9) we obtain for A(ic) =0

(3.31) OeA(ior) = —B(;U) f @2 (x) dx.

Moreover, since ¢;,(x) is a real function, Equation (3.31) is not vanishing and then the zeros are
simple.
Step 3: The last step is to prove that the zeros of B(k) are finite. Let us recall that by Proposi-
tion 3.20
lim B(k) — 1.

k|~ o0

Moreover B(k) is continuous for positive imaginary part of k, and therefore it possess a finite num-
ber of zeros. For details see [Seg].
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Consequently since M, (x)/B(k) is the fraction of two holomorphic functions, it is meromorphic
with a finite number N of isolated poles on the positive imaginary axis. This permits to write it as
a sum of an holomorphic function 7;(x) and a sum of N terms that describes the behaviour of the
poles:

N aj(x)
Lk~ ik’

Mi(x)
Bk)

(3.32) mk(x) +

where «(x) are real functions that describes the behavior around the poles of B(k). Since
M (x)
B(k)

and by integrating around of each pole of Equation (3.32) and by using the residue theorem we get

= M) + p()F N (x, =),

aj(x) = CjN_y,(x)e "

where C; are normalization constants. Finally we compute

N
— Lo C; —
M(x) = Ni(x) + p(k)e*™ ™ N _1(x) — E — e Ny (%),
= - lkj

The two propositions above permit to define

DEriniTiON 3.33 (Scattering data). We call the set

S = {tkj, Chizjen» p(k), B(K))
the scattering data where

o {kj, C;i}i<j<n consist of the poles and the associated normalized coefficients,
e p(k) are the transmission coefficients,

o B(k) is the incoming wave coefficient.

We clarify that, for now, these scattering data and the set S are time-independent because we
are studying a time-independent setting. However, from the next section onward, the scattering data
will incorporate time dependence.
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3.4 Time evolution of scattering data

Let us consider again the Lax pair, and in particular the time-evolution operator M. As in the
previous subsection, the asymptotic behavior will take a central role in the procedure. Let us con-
sider the transformation

vilt, x) = My (1, x)e **.
Then the equation d,v = Mv becomes
O My(t, x) = (y — 4ik® + u + 2iku(t, x)) My(t, x) + (4k* = 2u(t, x)) O My(t, x).
The asymptotic behaviour of M;(x,?) is again given by

M (t,x) ~1 forx — —oo,
M,(t, x) ~ B(k,t) + A(k, H)e**™ forx — —co

since the asymptotic analysis of Equation (3.16) is valid for each value of ¢. This permits to consider
for x — —oo the equation
y —4ik’ =0,
by using also the Fadeev condition given by u € P;. For x — +co we obtain
_ . B(k, 1) = B(k,0),
(3.34) 8,B(k, 1) + 0,A(k, )e”™ = 8ik’A(k, )e*™  and thus (0= BEO .
Ak, 1) = Ak, 0)eb* ",

Since B(k,t) = B(k,0) for all ¢, the locations of the zeros are fixed during the time evolution. From
Equation (3.34) we recover the transmission coefficient by using Equation (3.18):

T(k, 1) = 7(k,0) and ok, t) = p(k, 0)et*"
This is enough to time evolve the scattering data set S and we obtain

S = {{kj(t) =k, Ci(1) = C.,-(O)egik?’} . pk,1) = p(k, 00, Bk, 1) = B(k, 0)}.

1<j<N
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3.5 Inverse scattering

The aim of this section is to describe the final step of the procedure illustrated in Figure 3:
the construction of the time-dependent solution u(¢, x) from the time-dependent scattering data.
To simplify the notation in this section, we will omit explicit references to the time dependence
of objects. Specifically, we will describe how to transform the general scattering data (whether
time-independent or time-dependent) into the corresponding solution.

Moreover, we will assume that the function B(k) does not have any poles, allowing us to use a
simpler version of the equation, namely equation (3.19). Even with this restrictive assumption, it is
possible to extend the procedure to cases where B(k) has poles, see [Ablowitz & Clarkson].

Let us consider again the Volterra integral equation

+0o0
() — 1 2ik(x—y) v
Ni@) = 1= o | (1= ) u)Ni(y)dy.
Since for J(k) < 0 we have
lim ¢** ™) — 0
|k|—>+oo
we obtain
3.35 N ~ == dy.
(3.33) ()~ =g [ uG)dy

On the other side, by using the Cauchy representation theorem for an analytic function # (y) with
limyy—, 400 7 () — 0 we obtain

L L FE)
k) = — QO —d¢.
Fo 2rni J E—k ¢
To compute this integral we can chose two different paths: one that passes above the singularity

& = k called y* or the one below y_. To evaluate this integral, we apply Jordan lemma.

Lemma 3.36. Suppose f(z) is an analytic function at all points in the upper (lower) half plane, that
are exterior to a circle of radius Ry centered in the origin. Let Cy the upper semicircle with radius
R > Ry and that for all point 7 € Cg there exist a positive constant Og such that:

If (@) < O,
lim Mg = 0.

R—+00
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Then for every constant a € R*, then:

lim f(2)e'““dz =0,
R—+00
Cr

Proor. See [Bro]. O

We can define the two projections:

[o0)

L[ F©
R0 =75 | 7=+ @
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B 0
70 = o f k- @)

—00

Now rewrite Equation (3.19) to
Mi(x)B(k) = Ni(x) = p(k)e* N _(x) = 0,

and then compute its projection integral using y_:

[0

1 1 < N
0=-— f k-¢& (Mi(x)B(k) = Ni(x) = p(k)e”™ ™ N_y(x)

(o)

= 1 1 I

=1+ N(x) - — | —— (p(k)e*™N_

k() in f Py (P( )e k(x))

where we have used Propositions 3.20 and 3.24, and in particular
M(x)

ke B(k)

and the analytic properties of Ni(x) for J(k) < 0, and of M,(x) and a(k) for J(k) > 0. Taking the
limit |k| — oo and using Equation (3.17) we get

-1,

+00

— 1
(3.37) Nx) = 1= —2— | pENe()dE.

—00

Comparing the above equation with equation (3.35), we obtain

+00 1 ©0
PEON(x)dE =1 == | u(y)dy.

—o0 X

| — —
2kmi

Taking the x-derivative of both sides the result is

(59

1
u(x) = —ax{; f PON(y)de

—00
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Now a final note regarding the case for which B(k) has zeros (for details
see [Ablowitz & Clarkson]):

Remark 3.38. The two integral representations for Ni(x) have to consider the poles of B(k),
since according to the residue theorem (see for instance [Rudin)]) the integral over a path 0
is of the form

1
o f F(2)dz = ZResf(zl),
15.9)

where z; are the poles of the function 7. Thus if the zeros of B(k) are located in k; = io; as in
the Proposition 3.24 then Equation (3.37) becomes

+00

— Cre™*N_ig(x)) | 1
Ne(x) = 1—(2 — ]+2m.k f PON(X)dE

—00

and eventually

(o)

i 1
w(x) = d, [21’ 2, CN) -~ f PEN(x)dE
=1

—00
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