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Abstract

Effect modification means the size of a treatment effect varies with an observed covariate.

Generally speaking, a larger treatment effect with more stable error terms is less sensitive

to bias. Thus, we might be able to conclude that a study is less sensitive to unmeasured

bias by using these subgroups experiencing larger treatment effects. Lee et al. (2018)

proposed the submax method that leverages the joint distribution of test statistics from

subgroups to draw a firmer conclusion if effect modification occurs. However, one version

of the submax method uses M-statistics as the test statistics and is implemented in the R

package submax (Rosenbaum, 2017). The scaling factor in the M-statistics is computed

using all observations combined across subgroups. We show that this combining can

confuse effect modification with outliers. We propose a novel group M-statistic that

scores the matched pairs in each subgroup to tackle the issue. We examine our novel

scoring strategy in extensive settings to show the superior performance. The proposed

method is applied to an observational study of the effect of a malaria prevention treatment

in West Africa.

Keywords: Sensitivity analysis, Power of a sensitivity analysis, Effect modification,

Treatment heterogeneity, Subgroup analysis

1. Introduction

1.1. Effect modification and sensitivity analysis

In an observational study, subjects are not randomly assigned to treatment or control,

so the treated and control groups might differ in terms of both measured and unmea-
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sured covariates. To make subjects in the treated group and control group comparable,

adjustments (e.g. matching) are used to address the concern of measured covariates, but

there is still typically concern about unmeasured covariates. Then, a sensitivity analysis

asks how large the magnitude of bias from some unmeasured covariates would need to

be to explain away the qualitative conclusion of a study based on the assumption of no

unmeasured confounding (Rosenbaum, 2002).

Effect modification occurs when the size of a treatment effect varies depending on

a measured covariate. In general, larger treatment effects are less sensitive to unmea-

sured confounding, which suggests that effect modification can play a role in reducing

sensitivity to unmeasured covariates (Hsu et al., 2013). If some subgroups experience

larger effects and we make use of those subgroups appropriately, then we may be able

to report less sensitivity to unmeasured confounding. The submax method, proposed

by Lee et al. (2018), splits the population into certain overlapped subgroups and uses

the joint distribution of these correlated test statistics from the subgroups to study the

effect modification in observational studies. For example, a researcher may want to make

a robust inference for subgroup analyses by using the submax method based on Huber

M-statistics following the suggestion of Maritz (1979). However, although the submax

method considers the subgroups, the scores entering the chosen test statistic (see section

2.1 and 3.1) used by the submax method do not account for such subgroup structures.

In this article, we would show that such practice could substantially deteriorate the sen-

sitivity analysis in some cases because effect modification is confused with outliers. We

illustrate this point by using M-statistics (Maritz, 1979) and propose a subgroup-aware

scoring approach.

The motivating example of malaria control in West Africa is introduced in section

1.2. The notation and the submax method is reviewed in section 2. We introduce the

novel scoring approach in section 3 and apply the proposed method to the malaria control

example in section 4. A simulation is provided in section 5 to evaluate this approach in

extensive settings.

1.2. Motivating example: control of malaria in West Africa

The World Health Organization, with the Nigerian government, worked on compar-

ing the effectiveness of different treatment methods of controlling malaria in West Africa
2



(Molineaux and Gramiccia, 1980). The treatment of interest in our study is spray-

ing with propoxur, an insecticide, and mass administration of a drug called sulfalene-

pyrimethamine. The outcome measurement documents the frequency of Plasmodium

falciparum, a protozoan parasite that causes malaria, in blood samples. A series of blood

samples were collected across a period of time and we used the four surveys immediately

before the treatment and four surveys immediately after the treatment to compute a

score. Specifically, any individual included was required to have at least two surveys be-

fore and after treatment; then these surveys were combined by using Huber’s M-estimate

as a trimmed mean for pretreatment and posttreatment summaries. We are interested

in whether such treatment would cause lower Plasmodium falciparum frequency. Prior

to using the outcome information other than quality control, we did pair matching for

age and gender, as in Hsu et al. (2013), which resulted in I = 1560 matched pairs.

2. Setup of sensitivity analysis for subgroup comparisons

2.1. Notation

Suppose we are interested in L binary covariates as potential effect modifiers and

thus G = 2L non-overlapping interaction subgroups are defined. Specifically, in our

example for malaria control, we are interested in L = 2 covariates (i.e. age and gender),

and consequently G = 22 = 4 independent interaction groups are defined. Consider

here we have Ig matched sets in each group g, 1 ≤ g ≤ G, and in each matched set

gi, 1 ≤ i ≤ Ig, there is one treated subject j and ngi − 1 non-treated subjects. For

simplicity, we only consider the case of matched pairs here, that is ngi = 2 and we have the

measured covariates xgi1 = xgi2. In addition to the measured covariates, there may be an

unmeasured covariate ugi1 ̸= ugi2. Denote Zgij as an indicator of treatment assignment,

so we have 1 = Zgi1 +Zgi2. We denote rTgij and rCgij as the responses of jth individual

in the ith matched pair of group g. Following the potential outcome framework, we have

the exhibited response for individual gij, that is Rgij = ZgijrTgij+(1−Zgij)rCgij . Write

F = {(rTgij , rCgij , xgij , ugij), g = 1, . . . , G, i = 1, . . . , Ig, j = 1, 2}. Denote Z as the set

containing |Z| =
∏G

g=1 2
Ig possible values z of all the possible treatment assignments

Z = (Z111, Z112, . . . , ZG,IG,1, ZG,IG,2)
T , so z ∈ Z if zgij ∈ {0, 1} and 1 = zgi1 + zgi2 for
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each g and i. Conditioning on the event Z ∈ Z is abbreviated as conditioning on Z, and

we have Pr(Z = z | F ,Z) = |Z|−1 for each z ∈ Z.

We are interested in testing Fisher’s sharp null hypothesis of no treatment effect

H0 : rTgij = rCgij , g = 1, · · · , G, i = 1, · · · , Ig, j = 1, 2. Under the null, we have the

observed treated-minus-control difference Dgi = (Zgi1 − Zgi2)(Rgi1 − Rgi2) = (Zgi1 −

Zgi2)(rCgi1 − rCgi2) = ϵgi of matched pair gi. If treatments were assigned randomly,

the randomization creates the exact null distribution of the statistic T =
∑G

g=1 Tg =∑G
g=1

∑Ig
i=1

∑2
j=1 Zgijqgij with some properly chosen score function qgij , since now the

only randomness is from the treatment assignment Z as we condition on F and Z. The

score qgij may depend on Rgij or xgij . For example, it replicates Maritz’s version of

Huber M-statistic (Maritz, 1979) if we use the trimming version of the score (see section

3.1) and permutational t-test if we use the raw data.

However, in an observational study, treatment and control are not assigned at ran-

dom. Formally, in Rosenbaum’s sensitivity model (Rosenbaum, 1987, 2002), a sensitivity

parameter Γ ≥ 1 is introduced. Denote πgij = Pr(Zgij = 1 | F), and we assume

1

Γ
≤ πgij(1− πg′i′j′)

πg′i′j′(1− πgij)
≤ Γ, whenever xgij = xg′i′j′ ;

Γ is the maximum odds ratio of getting treatment for two units with the same measured

covariates but a different unmeasured covariate. Γ = 1 is a randomized experiment;

larger Γ’s allow for more unmeasured confounding. Given a Γ, we obtain a range of

possible significance levels (i.e. P -values) under this constraint on the treatment assign-

ment. Based on the asymptotic separability technique (Gastwirth et al., 2000), we could

obtain an approximation to the upper bound for P -values. Formally, denote µΓg as the

maximum expectation of Tg and νΓg as the maximum variance of Tg that achieves the

maximum expectation µΓg under this constraint. When min(Ig) → ∞ together with

some regularity conditions, we have the following approximated P−value upper bound

1− Φ


(

G∑
g=1

Tg − µΓg

)
/

√√√√ G∑
g=1

νΓg

 ,

where Φ is the cumulative distribution function of the standard normal distribution.

Moreover, now that we have min(Ig) → ∞ and G groups are independent, it holds that
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the joint distribution of G statistics (Tg−µΓg)/ν
1/2
Γg is a G−dimensional standard normal

distribution.

2.2. The submax method: joint bounds of subgroup comparisons

Now that we wish to jointly evaluate multiple subgroups, the submax method (Lee

et al., 2018) uses the maximum standard deviates of multiple subgroups as the test

statistic, whose distribution under the null could be derived explicitly in the large sample

as min(Ig) → ∞. However, instead of conducting G = 2L independent tests for these

finest groups, the submax method only conducts 2L subgroup tests plus one overall test,

resulting in K = 2L + 1 correlated tests in total. In the running example, the submax

method would conduct K = 2 × 2 + 1 = 5 correlated tests for all the subjects, subjects

with age less than 10, subjects with age larger than 10, female, and male respectively.

Formally, suppose we are interested in makingK = 2L+1 comparisons, and we define the

K×G matrix C such that each row ck∗ = (ck1, . . . , ckG)
T , 1 ≤ k ≤ K encodes whether a

group g, 1 ≤ g ≤ G, is included in the kth comparison. Then, for this comparison, we have

the score Sk =
∑G

g=1 ckgTg. Write µΓ = (µΓ1, . . . , µΓG
)T and VΓ = diag{νΓ1 . . . νΓG}.

Thus, we have the joint distribution of (S1, . . . , SK) as N(CµΓ,CVΓC
T ). Denote θΓ =

CµΓ and ΣΓ = CVΓC
T while we write θΓk as the kth coordinate of θΓ and σΓk as

the kth diagonal element of ΣΓ. Finally, denote DΓk = (Sk − θΓk) /σΓk, and we have

the joint distribution of DΓ = (DΓ1, . . . , DΓK)
T

as N(0,ρΓ), where ρΓ is the K × K

correlation matrix whose element in ith row and jth column is derived from dividing

(ΣΓ)ij by σΓi and σΓj . We now have the null distribution of the test statistic DΓmax =

max1≤k≤K DΓk used in the submax method. The critical value κΓ,α at level α for DΓmax

solves 1 − α = Pr (DΓmax < κΓ,α). In particular, in the case of matched pairs, it holds

that ρΓ = ρ would not depend on Γ (it only depends on the observed data). Thus, given

the input scores, the corresponding critical value κΓ,α = κα does not vary with Γ in the

case of matched pairs.
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3. Subgroup-aware scoring approach

3.1. M-score by trimming together

Before introducing our proposed method, it might be helpful to review the conven-

tional practice when using Maritz-Huber’s M-statistic in the submax method. Suppose

we are interested in testing the Fisher’s sharp null hypothesis of no treatment effect H0

using M-statistic, so we plug in the M-score. Denote h0 = median{|D1|, |D2|, · · · , |DI |},

and we have

T =

G∑
g=1

Tg =

G∑
g=1

Ig∑
i=1

sign(Dgi)ψ(
|Dgi|
h0

),

where ψ(·) is an odd function and ψ(d) is non-negative when d > 0; sign(·) indicates

the sign. Common in the practice is the trimming version of ψ(·) suggested by Maritz

(1979) and further discussion about its application in sensitivity analysis is provided in

Rosenbaum (2007). Specifically, ψ(d) = 0 when |d| < a while ψ(d) = d when a < |d| ≤ t

and ψ(d) = t when |d| > t. a is the so-called inner parameter (Rosenbaum, 2013) and

t is the so-called trimming parameter. In this article, we follow the default setting of

function Mscorev in the R package submax (Rosenbaum, 2017) where a = 0 and t = 3

when carrying out the experiments.

3.2. The proposed method

We are ready to introduce our novel scoring approach that accounts for the sub-

group structures for the aforementioned trimming version of M-statistics. Instead of

applying trimming for all the matched pairs simultaneously (i.e. scalar h0 is applied

for all Dgi), we employ this trimming procedure within each group g. Formally, denote

hg0 = median{|Dg1|, |Dg2|, · · · , |DgIg |}, and we have the following group M-statistic that

uses the subgroup structure:

T sub =

G∑
g=1

T sub
g =

G∑
g=1

Ig∑
i=1

sign(Dgi)ψ(
|Dgi|
hg0

)hg0.

In particular, without the subgroup argument (i.e. G = 1), it reduces to the M-statistic

applied to all the matched pairs since there will be no difference if a constant (say h0 here)

is multiplied to all the observations in a permutation test. Note that when G > 1, for

each group g, we use the scalar hg0 to do the trimming and retain the relative differences
6



of the score sizes across different subgroups by multiplying the weight by the within-

group median hg0. The ψ function is the same as in section 3.1 for all the numerical

results in the article.

4. Application in the malaria example

As shown in Table 1, we applied the proposed group M-statistic in section 3.2 to the

malaria control example. In this example, effect modification takes place in the subgroup

of young people (with age less than 10 years old), and the maximum statistic is always

based on those 447 pairs of young people. It is notable that if we use the raw data (i.e.

mean difference statistic) as the score, we still have evidence to reject the null hypothesis

of no treatment effect up to the sensitivity value at Γ = 4.1; however, if we use the

M-statistic by trimming all the matched pairs together, then we have evidence up to

the sensitivity value only at Γ = 2.7. In other words, if the researcher wants to use M-

statistics to make a robust argument, the reported insensitivity to bias is substantially

less than using the raw data. Intuitively, since all the treated-minus-control differences

are scored together, those treated-minus-control differences with large and positive values

from some subgroup where effect modification happens are affected most by the trimming

in the M-statistic, resulting in the unwanted smaller Γ. Our proposed group M-statistic

in section 3.2 employs the trimming process within each subgroup and Table 1 shows

that we are still able to reject the null hypothesis of no treatment effect with a sensitivity

value at Γ = 4.0, comparable to using the raw data.

5. Simulation

In this section, we examine the power of sensitivity analysis in finite samples of the

proposed method in extensive settings to show the superior performance compared with

using raw data and the conventional practice of using M-statistics. We evaluate the power

of sensitivity analysis as in other papers under the ”favorable situation” that there is in

fact no unmeasured confounding (Hsu et al., 2013; Hansen et al., 2014). However, if

a researcher is in this favorable situation, it could not be told from the observed data.

Then, a sensitivity analysis is performed and perhaps the best we can hope to say is
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k 1 2 3 4 5 6

Subpopulation All Age ≤ 10 Age > 10 Female Male Maximum

DΓ1 DΓ2 DΓ3 DΓ4 DΓ5 DΓmax

Sample-size 1560 447 1113 766 794

Γ = 2.0

Mean difference 5.28 6.63 -2.30 2.38 5.02 6.63

M-statistic 2.03 4.86 -2.55 0.26 2.5 4.86

Group M-statistic 6.21 6.73 -2.89 2.74 5.82 6.73

Γ = 2.7

Mean difference 2.52 4.74 -5.00 0.48 3.02 4.74

M-statistic -2.10 2.31 -5.92 -2.63 -0.44 2.31

Group M-statistic 3.68 4.74 -6.63 0.97 4.01 4.74

Γ = 3.0

Mean difference 1.57 4.11 -5.97 -0.19 2.34 4.11

M-statistic -3.56 1.43 -7.14 -3.66 -1.48 1.43

Group M-statistic 2.81 4.07 -7.98 0.35 3.40 4.07

Γ = 4.0

Mean difference -1.01 2.42 -8.71 -2.01 0.50 2.42

M-statistic -7.60 -0.96 -10.55 -6.52 -4.34 -0.96

Group M-statistic 0.48 2.29 -11.78 -1.33 1.76 2.29

Γ = 4.1

Mean difference -1.24 2.28 -8.95 -2.17 0.35 2.28

M-statistic -7.95 -1.17 -10.86 -6.77 -4.58 -1.17

Group M-statistic 0.28 2.14 -12.11 -1.48 1.63 2.14

Table 1: Sensitivity analysis by using submax method with three test statistics to the malaria control

data. We are interested in two binary covaries, age and gender, here, so the submax method would

return five test statistics and we reject the null hypothesis if the maximum of these five statistics is

larger than the corresponding critical values. The critical values for using mean difference, M-statistic,

and group M-statistic are 2.20, 2.20, 2.18 respectively. The test statistics larger than the critical values

are in bold.
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that the study is insensitive to certain unmeasured confounding. It is in this favorable

situation that we evaluate the power of sensitivity analysis for different test statistics.

Now consider we have two binary covariates of interest and one of them is set to be the

effect modifier. A favorable situation in the effect modification setting would be that

we pre-specify the constant effect sizes τ1 and τ2 for different subgroups and sample the

independent error terms ϵ1 and ϵ2 that might be different across subgroups (as we are

sampling conditional on the covariate) but have a symmetric distribution centered at zero

and i.i.d within a group since the treatment is assigned at random. Specifically, suppose

we now have I = 1000 matched pairs with two binary covariates and Ig = 250, 1 ≤ g ≤ 4

in the four groups formed by the two binary covariates. Effect modification only happens

with the first covariate. Specifically, the first 500 matched pairs have value 1 of the first

covariate and the second 500 matched pairs have value 0, and the effect of the treatment

is larger in the first 500 matched pairs.

Inspired by the distribution of treated-minus-control differences of young children and

older people in the malaria control data in Figure B.1, we further consider the following

sampling situations of treated-minus-control difference for I = 1000 independent matched

pairs and repeat each sampling situation for 10,000 times to estimate the power:

(1) Di = 5 + 10ϵ1i, 1 ≤ i ≤ 500, where ϵ1i is standard normal distribution; Di =

0.5 + ϵ2i, 501 ≤ i ≤ 1000, where ϵ2i is t distribution with degree of freedom 2.

(2) Di = 5 + 5ϵi, 1 ≤ i ≤ 500; Di = 0.5 + 0.5ϵi, 501 ≤ i ≤ 1000, where ϵi is t

distribution with degree of freedom 3.

(3) Di = 4 + 5ϵi, 1 ≤ i ≤ 500; Di = 0.2 + ϵi, 501 ≤ i ≤ 1000, where ϵi is standard

normal distribution.

(4) Di = 5 + 5ϵ1i, 1 ≤ i ≤ 500, where ϵ1i is t distribution with degree of freedom 3;

Di = 0.2 + 0.5ϵ2i, 501 ≤ i ≤ 1000, where ϵ2i is standard normal distribution.

(5) Di = 1 + ϵi, 1 ≤ i ≤ 500 and Di = 0.5 + ϵi, 501 ≤ i ≤ 1000, where ϵi is t

distribution with degree of freedom 2.

In cases (1) and (4) the error term comes from two distinct families of distribution

(normal and t distribution); in cases (1), (2), (3), and (4), the first 500 matched pairs

have substantial treatment effects accompanied with large variability while the rest 500

matched pairs have small treatment effects and smaller variability in the error terms

9



Sampling Situation Γ Mean difference M-statistic Group M-statistic

Situation (1) 1 1.000 1.000 1.000

2 0.997 0.853 0.996 (-0.001)

3 0.145 0.002 0.133 (-0.012)

4 0.000 0.000 0.000

Situation (2) 1 1.000 1.000 1.000

2 1.000 1.000 1.000

3 0.998 1.000 1.000

4 0.769 0.848 0.926

5 0.186 0.153 0.296

Situation (3) 1 1.000 1.000 1.000

2 1.000 1.000 1.000

3 1.000 0.998 1.000

4 0.993 0.588 0.991 (-0.002)

5 0.675 0.051 0.656 (-0.019)

Situation (4) 1 1.000 1.000 1.000

2 1.000 1.000 1.000

3 0.965 0.991 0.998

4 0.504 0.346 0.708

5 0.090 0.012 0.146

Situation (5) 1 1.000 1.000 1.000

2 0.900 1.000 1.000

3 0.238 0.843 0.798 (-0.045)

4 0.016 0.113 0.093 (-0.020)

5 0.000 0.003 0.003

Table 2: Simulated power of sensitivity analysis under different sampling situations for I = 1000 matched

pairs. Each sampling situation is repeated 10,000 times. There are two binary covariates of interest and

effect modification happens for the first 500 matched pairs. The details have been described in the main

text. The power of group M-statistics in each sampling situation is in bold if it achieves the highest

power (including tied results); otherwise, we show in parenthesis the difference between the power of

group M-statistics and the statistics that achieves the highest power and the corresponding power of

that test statistic is in bold.
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and it is in these cases that trimming all the matched pairs together would potentially

confuse effect modification with outliers and result in smaller sensitivity value; in case

(5), we have moderate effect modification with the same t-distribution for all the 1000

matched pairs.

We note that the proposed group M-statistic performs well in all the settings as shown

in Table 2. In particular, it achieves larger insensitivity to bias in sampling situation (2)

and (4) where the error term follows a t-distribution in the subgroup with much larger

treatment effect. If other statistics have higher power, then the differences are almost

negligible whether it is achieved by using raw data as in situation (3) or using M-statistics

in a conventional manner as in situation (5). Overall, the simulation results show that our

group M-statistic that does subgroup-aware scoring works well across different settings.

6. Discussion

In this article, we introduced a novel scoring strategy that accounts for the subgroup

structures when using M-statistics. By scoring the matched pairs within each subgroup,

the proposed method works well with the malaria control data and recovers the lost

insensitivity to bias if using the conventional M-statistics compared to using the raw

data (which lacks robustness). We demonstrated that the proposed method is suitable in

various settings and enjoys superior or non-inferior reported sensitivity value compared

to using raw data and using conventional M-statistics.

Importantly, the practice of scoring all the matched pairs together when using conven-

tional M-statistics would potentially confuse the outliers with effect modification. This

practice does not distinguish whether the scores at the tail of the treated-minus-control

differences come from the subgroup with a large treatment effect (e.g. people with age less

than ten in the malaria control example) or from the randomness of long tail distribution

of the error term. Figure B.1 shows the resulting distribution of treated-minus-control

scores for different age groups given by three test statistics. We note that the contribution

of pairs from people with age less than ten was trimmed away when using conventional

M-statistics which resulted in inferior performance in sensitivity analysis. By contrast,

the proposed group M-statistics preserved pairs with large treatment effect and Figure

B.2 further shows that the outliers are properly trimmed in each interaction group by
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our proposed method.

Moreover, it is worth mentioning that the meaning of the test and the sensitivity

analysis conducted by using submax method is to view the population as a whole and

test the global null hypothesis of no treatment effect (Lee et al., 2018). If we would like to

make further inferences for different subgroups, then it is required that the scores used in

a given component test should only depend on the matched pairs within these subgroups

involved in the test, and our proposed method could be naturally used in such scenario

while the conventional M-statistics would not be feasible (see further discussion in section

4 of Lee et al. (2018)). Meanwhile, as is the case in the malaria control data, the error

term of different subgroups could be different since now we condition on a covariate. The

interplay between the error distributions and the effect sizes across different subgroups

together explains how sensitivity analysis behaves in the setting of effect modification

(Lee et al., 2018; Hsu et al., 2013). We used the example of Huber’s M-statistics to illus-

trate the proposed subgroup-aware scoring approach and it is straightforward to extend

this idea to other scoring procedures when we would like to make the scoring function

dependent on the covariates. In general, if we want to leverage the effect modification

or conduct the subgroup comparisons, it is critical to be aware of subgroup structure

throughout the analysis procedure.
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Appendix A. R package

An R package groupmscorev will be available on CRAN.

Appendix B. Supplementary figures

Two supplementary figures are provided for visualizing the consequent distribution of

treated-minus-control differences by using three test statistics on malaria control data.
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Figure B.1: Treated-minus-control differences across different statistics for people with age less than 10

and larger than 10 in the malaria control data. For the M-statistic, we multiply back the parameter h0

in the figure to make the comparisons on the same scale with the raw data and the group M-statistic.

It is essentially the same when we do inference.
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Figure B.2: Treated-minus-control differences across different statistics for people in four non-overlapped

subgroup defined by age and gender. For the M-statistic, we multiply back the parameter h0 in the figure

to make the comparisons on the same scale with the raw data and the group M-statistic.
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