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Abstract: Consider the problem of determining the optimal applied electric field to drive a molecule from an initial state
to a desired target state. For even moderately sized molecules, solving this problem directly using the exact equations
of motion—the time-dependent Schrödinger equation (TDSE)—is numerically intractable. We present a solution of this
problem within time-dependent Hartree-Fock (TDHF) theory, a mean field approximation of the TDSE. Optimality is
defined in terms of minimizing the total control effort while maximizing the overlap between desired and achieved target
states. We frame this problem as an optimization problem constrained by the nonlinear TDHF equations; we solve it using
trust region optimization with gradients computed via a custom-built adjoint state method. For three molecular systems,
we show that with very small neural network parametrizations of the control, our method yields solutions that achieve
desired targets within acceptable constraints and tolerances.
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1. INTRODUCTION
The ability to control electron dynamics enables con-

trol of chemical reactions [1; 2], energy flow in light har-
vesting complexes [3], the aromaticity of benzene [4],
and vacancy centers in diamond [5], among other exam-
ples [6; 7]. For even moderately sized molecular systems,
an obstacle to solving such control problems is our in-
ability to solve the time-dependent Schrödinger equation
(TDSE) without the use of approximations and numerical
methods. Time-dependent Hartree-Fock (TDHF) theory,
with the governing equation

i
dP

dt
= [H(P (t), t), P (t)], (1)

is one computationally tractable approximation of the
electronic TDSE. Here [H,P ] = HP − PH denotes the
matrix commutator, H denotes the Hamiltonian (defined
in more detail below), and P (t) is the time-dependent
1-electron reduced density matrix from which many ob-
servables of interest can be computed. Let P0 and PT

denote desired initial and final states. What is the optimal
electric field that we must apply to a molecular system
governed by (1) to take it from initial state P0 to final
state PT ? In this paper, we propose a solution to this
that blends classical model-based optimal control with a
neural network parametrization of the controller.

The derivation of (1) from the TDSE is standard in the
literature [8; 9]; for a conceptual overview, see Section
2.1. In this derivation, the TDSE’s Hamiltonian operator
Ĥ becomes the density-dependent Hartree-Fock Hamil-
tonian matrix H in (1). Because H depends on P , the
right-hand side of (1) is nonlinear in P . In our review
of the literature below, we find that optimal control prob-
lems for (1) have not been considered in prior work.

The N ×N Hermitian matrices H and P satisfy

H(P, t) = H0(P ) + V ext(t), (2)

† Harish S. Bhat is the presenter of this paper.

where H0(P ) is the field-free Hamiltonian and V ext(t)
is an external, time-dependent potential, e.g., an applied
electric field that can drive the system between states.
The field-free Hamiltonian H0(P ) includes the kinetic
energy of the electrons, the potential due to interaction
with the fixed nuclei, and the density-dependent inter-
electronic repulsion term, also known as the Fock matrix
in Hartree-Fock theory.

We work in the dipole approximation: when we
apply an electric field with real amplitudes a(t) =
[a1(t), a2(t), a3(t)] in the x, y, and z directions, the cor-
responding potential is

V ext(t) =

3∑
j=1

aj(t)Mj . (3)

Here {M1,M2,M3} are the N ×N dipole moment ma-
trices in the x, y, and z directions, respectively. These
Hermitian matrices depend on the molecular system at
hand. One can see immediately that as N increases, the
system becomes severely underactuated. Let S(N) de-
note the vector space of N ×N complex Hermitian ma-
trices; this space has real dimension N2. We see that (3)
constrains V ext(t) to lie in at most a three-dimensional
subspace of S(N). For 2-electron linear diatomic molec-
ular systems that we study in this paper, we will find that
M1 = M2 ≡ 0, constraining V ext(t) still further.

Purely as a mathematical/computational device, we
consider feedback control whereby the amplitude a(t) in
(3) is a function of the electron density at time t:

a(t) = a(P (t)). (4)

By device, what is meant is that after solving for the feed-
back control a(P ), we use it to simulate (1) with (2), (3),
and (4). While doing so, we record the left-hand side
of (4), the open-loop control a(t) that would have pro-
duced the desired trajectory. The goal of this work is to
demonstrate that very small neural networks can produce
reasonable control solutions at low computational cost.
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1.1. Prior Work
The equation of motion (1) differs substantially from

prior Liouville-von Neumann (LvN) equations for which
optimal control problems have been considered previ-
ously [10; 11; 12; 13; 14; 15]. For any quantum system,
suppose we form the density operator and express it in an
orthonormal basis as a matrix P (t). Then starting from
the TDSE, we can easily derive the LvN equation

i
dP

dt
= [H(t), P (t)]. (5)

This differs from (1) in two key aspects. In (1), P (t)
refers to the 1-electron reduced density matrix and the
Hamiltonian is density-dependent; in (5), P (t) is the full
density matrix and the Hamiltonian does not depend on
density. In short, the dynamics of (1) are nonlinear even
when we consider no applied field or control, a regime in
which (5) has linear dynamics.

One can formulate TDHF theory in real three-
dimensional space, rather than in a finite basis set as
in (1). The result is a nonlinear, nonlocal partial dif-
ferential equation in R3; in this framework, an optimal
control problem for the Helium atom has been studied
[16]. The finite basis TDHF equation (1) is commonly
used in the quantum/computational chemistry literature
[17; 18; 19; 20].

Time-dependent density functional theory (TDDFT),
which also features a density-dependent Hamiltonian, is
another widely used and computationally tractable ap-
proximation of the TDSE. Thus prior studies of optimal
control for TDDFT share structural similarities with the
present work [21; 22; 23]. However, the equations of mo-
tion for TDDFT consist of nonlinear, nonlocal partial dif-
ferential equations in R3; our approach is mathematically
and computationally simpler.

Below we will make use of the adjoint method and
alternating forward/backward propagation steps, which
have been used to solve optimal control problems for
the TDSE [24; 25; 26; 27; 28]. Without approximations
of some kind (such as Hartree-Fock theory), such ap-
proaches cannot scale to the Hamiltonians that govern
electron dynamics in molecules.

We parameterize the control signal using a neural net-
work, and fuse this neural network model with the gov-
erning equations (1-4). This process leverages known
physics, and thus differs from recent approaches (for the
TDSE) that use neural networks to effectively replace the
equations of motion [29; 30].

1.2. Key Contributions
In this paper, we give the first solution to an opti-

mal control problem for TDHF dynamics governed by
(1). We discretize (1) with a symmetry-preserving nu-
merical method and we parameterize the feedback con-
trol a(P ) using a neural network. Our method fuses (i) an
adjoint method that differentiates through the symmetry-
preserving discretization of (1) with (ii) backpropagation
to compute required Jacobians of the neural network. We

provide empirical evidence that for three molecular sys-
tems, even with tiny neural networks, our methods yield
low-cost control inputs a(t) that drive the dynamics to fi-
nal states P (T ) that closely match desired targets PT . By
using such small neural networks for these three model
systems, we show that our methods have a chance to scale
to much larger systems.

2. PROBLEM
2.1. Background and Continuous-Time Formulation

To derive (1) starting from the TDSE, we begin by
holding fixed all particles other than electrons. As part of
the Born-Oppenheimer approximation, we consider only
the time-evolution of the electronic wave function Ψ in
the field of fixed nuclei. Next, we approximate Ψ us-
ing a single Slater determinant computed from a finite set
of spin orbitals [9]. These spin orbitals are products of
spin variables with spatial functions (molecular orbitals)
that are themselves linear combinations of atomic orbitals
(AOs). The number N of AOs (i.e., the size of the basis
set) is up to the user: for a given molecule, increasing
N leads to more accurate models. Applying these ap-
proximations to the TDSE, and expressing all operators
in an orthonormal basis, one can derive (1) as the gov-
erning equation for P (t), the time-dependent 1-electron
reduced density matrix that corresponds to Ψ [8; 9].

Suppose our system has Ne total electrons and let
S(N) denote the space of Hermitian N × N matrices.
One can contrast the TDSE, a linear partial differential
equation in an intractably high-dimensional space (ignor-
ing spin, the space will be R3Ne ), with the TDHF equa-
tion (1), a tractable, nonlinear system of ordinary differ-
ential equations in the space S(N).

Let A ⊂ {1, 2, 3} denote the set of active dipole mo-
ment matrices in (3); let Na = |A|. From (4), our control
input is a : S(N) → RNa ; with this, (3) is

V ext(P (t)) =
∑
j∈A

aj(P (t))Mj . (6)

Because of the dimensionality considerations mentioned
above, and also because one or more of the Mj matri-
ces may be rank-deficient, the system is underactuated.
As (1) is nonlinear, checking its controllability is non-
trivial; in numerical experiments, we find that our ability
to steer the system to the terminal state PT depends both
on the value of PT and the time T > 0 that we choose.
Therefore, instead of imposing PT as an equality con-
straint “P (T ) = PT ,” we instead maximize the fidelity F
between the achieved state P (T ) and the target PT :

F(P (T ), PT ) = trace
(
P (T )PTP (T )

)
. (7)

This is the p = 2 case of a physically motivated norm
∥ · ∥p that enjoys properties such as symmetry, nondegen-
eracy, and invariance under unitary transformations [31];
the p = 1 version of this norm has been used in prior
optimal control studies [13; 12; 14]. To realize the equiv-
alence with the definition in [31], one must recall that



electron density matrices P (t) that satisfy (1) are Hermi-
tian, idempotent, and have constant trace equal to Ne/2,
half the number of electrons in the system. Using these
properties, we can show that 0 ≤ F(P (T ), PT ) ≤ Ne/2.

With (6) and (7), the continuous-time formulation of
our optimal control problem is to find a : S(N) → RNa

that minimizes the objective

1

2

∫ t=T

t=0

∥∥V ext(P (t))
∥∥2
F
dt− ρ

2
F(P (T ), PT )

2 (8)

subject to the equation of motion (1) and P (0) = P0.
Here P0 and PT are prescribed initial and final states.
We have formed this objective by combining a running
cost on the squared norm of the applied field together
with a terminal cost, the lack of fidelity between the fi-
nal achieved state and the target. Since the running cost
has no upper bound, the user-defined factor ρ > 0 exists
to balance the running and terminal costs.

2.2. Discrete-Time Dynamics
To solve the optimal control problem described above,

we pursue a discretize-then-optimize strategy. We begin
by discretizing (1) via the widely-used modified midpoint
unitary transform (MMUT) method [17]. We fix the step
size ∆t > 0 and use P k to denote our numerical approx-
imation of P (k∆t). In the MMUT scheme, at time step
k = 0, we compute P 1 from P 0:

P 1 = U0P 0U0† with U0 = exp(−i∆tH(P 0, 0)). (9)

At subsequent time steps k = 1, 2, . . . ,K − 1, we com-
pute P k+1 using both P k and P k−1:

Uk = exp(−2i∆tH(P k, k∆t)) (10a)

P k+1 = UkP k−1Uk†. (10b)

This scheme preserves Hermitian symmetry, idempo-
tency, and constant trace of P k for all k.

3. METHODS
3.1. Real Representation and Control

For P ∈ S(N), Hermitian symmetry means that the
matrix P is determined by (i) the N(N + 1)/2 real parts
of its upper-triangular entries (including the diagonal)
and (ii) the N(N − 1)/2 imaginary parts of its lower-
triangular entries (excluding the diagonal). In total, the
matrix P is determined by a vector p ∈ RN2

. We now ex-
plain how to pass systematically between P and p. First,
using (i) and (ii), we can easily form a basis for the space
S(N). When N = 2, the basis has N2 = 4 elements:[
1 0
0 0

]
,

[
0 1
1 0

]
,

[
0 0
0 1

]
,

[
0 i
−i 0

]
. (11)

Let Bq,r,m denote this basis, so that B:,:,m is the m-th
N ×N matrix given above, for m = 1, 2, . . . , N2. Given
P ∈ S(N), we have

Pq,r =

N2∑
m=1

Bq,r,mpm, (12)

Given any complex N ×N matrix P , let vec(P ) ∈ CN2

denote its vectorized representation, the concatenation of
the rows of P : vec(P )(i−1)N+j = Pi,j . Note that vec(P )
collapses two indices into one. Applying vec to col-
lapse the (q, r) indices on both sides of (12), we obtain
vec(P ) = Rp, where R is an N2 ×N2 matrix such that
R(q−1)N+r,m = Bq,r,m. The matrix R transforms the
real representation p into the vectorized version of the
matrix P . If we reshape vec(P ) to size N × N , we re-
cover P ∈ S(N). Note that R is invertible and hence we
can go back: p = unvec(P ) := R−1 vec(P ).

With the above, we can replace a(P ) with a(p). We
parameterize this using a neural network with parameters
θ ∈ RM and write a(p; θ). In effect, we have replaced
a(P ), a function of a complex Hermitian matrix, with a :

RN2 × RM → RNa , a function with real inputs and real
outputs. We assume access to Jacobians of a with respect
to either p or θ, computed via automatic differentiation.
When we write V ext(P ; θ) in what follows, we mean (3)
in conjunction with a(t) = a(unvecP (t); θ).

3.2. Discrete-Time Optimal Control Problem
With the discretized scheme and the neural network

control function, the discrete-time optimal control prob-
lem is to find θ that minimizes the objective

J (θ) =
1

2

K−1∑
k=0

∥∥V ext(P k; θ)
∥∥2
F
− ρ

2
F(PK , PT )

2 (13)

subject to the dynamics (9-10) and P 0 = P0. We intro-
duce the Frobenius inner product on the space of complex
n× n matrices:

⟨A,B⟩ = traceA†B. (14)

Properties of this inner product are detailed in the Ap-
pendix. With this, we form the real-valued Lagrangian

L(P,Λ, θ) =
1

2

K−1∑
k=0

∥∥V ext(P k; θ)
∥∥2
F
− ρ

2
F(PK , PT )

2

−ℜ⟨λ1, P 1 − U0P0U
0†⟩

− ℜ
K−1∑
k=1

⟨λk+1, P k+1 − UkP k−1Uk†⟩. (15)

In this Lagrangian and in what follows, {Uk} refers to the
unitary matrices defined in (9) and (10); also, we identify
P 0 with P0. We formed (15) by combining the objective
(13) with terms that enforce the dynamics as constraints.
We refer to the Lagrange multipliers Λ = {λk}Kk=1 as
adjoint variables.

3.3. Discrete-Time Adjoint Equation
By the Lagrange multiplier theorem [32], if θ yields

a feasible solution of the discrete-time optimal control
problem, then there exists a corresponding critical point
(P,Λ, θ) of the Lagrangian. Hence we compute gradi-
ents. As ∇ΛL = 0 gives us (9-10), we consider the gra-
dient of L with respect to P . Using : to denote tensor



contraction as in (34), we begin with

1

2

d

dϵ

∣∣∣∣
ϵ=0

∥∥V ext(P k + ϵδP k; θ)
∥∥2
F

=
1

2

〈
dV

dP
(P k; θ) : δP k, V ext(P k; θ)

〉
+

1

2

〈
V ext(P k; θ),

dV

dP
(P k; θ) : δP k

〉
= ℜ

〈
V ext(P k; θ),

dV

dP
(P k; θ) : δP k

〉
.

Since the initial condition is fixed, δP 0 ≡ 0, and so

d

dϵ
L(P + ϵδP,Λ, θ)

∣∣∣∣
ϵ=0

= −ℜ
K−1∑
k=0

⟨λk+1, δP k+1⟩

+ ℜ
K−1∑
k=1

〈
V ext(P k; θ),

∂V ext

∂P
(P k; θ) : δP k

〉

+ ℜ
K−1∑
k=1

⟨λk+1, (δUk)P k−1Uk†

+ Uk(δP k−1)Uk† + UkP k−1(δUk)†⟩.

Here δUk =
d

dϵ

∣∣∣∣
ϵ=0

Uk[P k + ϵδP k]. Applying (35) to

the first term on the first line, reindexing the first term on
the next line, and then using (33),

d

dϵ
L(P + ϵδP,Λ, θ)

∣∣∣∣
ϵ=0

= −ℜ
K∑

k=1

⟨λk, δP k⟩

+ ℜ
K−1∑
k=1

〈
V ext(P k; θ) :

∂V ext

∂P
(P k; θ), δP k

〉

+ ℜ
K−1∑
k=1

⟨λk+1UkP k−1, δUk⟩

+ ℜ
K−2∑
k=1

⟨(Uk+1)†λk+2Uk+1, δP k⟩

+ ℜ
K−1∑
k=1

⟨P k−1(Uk)†λk+1, (δUk)†⟩. (16)

To compute δUk and (δUk)†, note that for k ≥ 1,

δUk =
d

dϵ

∣∣∣∣
ϵ=0

exp(−2i∆tH(P k + ϵδP k, k∆t; θ)). (17)

Via the chain rule,

(δUk)a,b =
∑
j,ℓ

∂

∂Zj,ℓ
(expZ)a,b

∣∣∣∣
Z=−2i∆tH(Pk,k∆t;θ)

· (−2i∆t)
d

dϵ

∣∣∣∣
ϵ=0

Hj,ℓ(P
k + ϵδP k, k∆t; θ).

When restricted to Hermitian or anti-Hermitian ma-
trices Z, the Jacobian of the matrix exponential,

∂(expZ)a,b/∂Zj,ℓ, follows from prior results [33]. In
our code, we use an efficient implementation that stems
from our own derivations; we omit these for reasons of
space. Continuing the derivation from above,

d

dϵ

∣∣∣∣
ϵ=0

Hj,ℓ(P
k + ϵδP k, k∆t; θ)

=
∑
r,s

∂V ext
j,ℓ

∂Pr,s
(P k, k∆t; θ)(δP k)r,s,

which implies

δUk = (−2i∆t)ζk,− : δP k (18)

ζk,−a,b,r,s =
∑
j,ℓ

∂(expZ)a,b
∂Zj,ℓ

∣∣∣∣∣
Z=−2i∆tH(Pk,k∆t;θ)

·
∂V ext

j,ℓ

∂Pr,s
(P k, k∆t; θ),

a quantity that we can evaluate using automatic differen-
tiation (to find the Jacobian of a(p)) and linear algebra
(to convert this to the Jacobian of V ext(P )). The com-
plex conjugate can be dealt with similarly. Note that
[exp(Z)]† = exp(Z†). For Z = −2i∆tH , where H is
Hermitian, we have Z† = 2i∆tH . Therefore, for k ≥ 1,
the definition of the derivative gives

δUk† =
d

dϵ

∣∣∣∣
ϵ=0

exp(2i∆tH(P k + ϵδP k, k∆t; θ)). (19)

This means that changing the sign of i in (18) gives the
correct result. For k ≥ 1,

δUk† = (2i∆t)ζk,+ : δP k (20)

ζk,+a,b,r,s =
∑
j,ℓ

∂(expZ)a,b
∂Zj,ℓ

∣∣∣∣∣
Z=2i∆tH(Pk,k∆t;θ)

·
∂V ext

j,ℓ

∂Pr,s
(P k, k∆t; θ).

There is one last derivative to compute, that of the fidelity
with respect to the final state PK . Noting that the trace
of a matrix is the sum of its eigenvalues, and using µj(Z)
to denote the j-th eigenvalue of an N ×N matrix Z,

∂

∂PK

(ρ
2
F(PK , PT )

2
)

= ρF(PK , PT )

N∑
j=1

∂µj(Z)

∂Z

∣∣∣∣∣
Z=PKPTPK

· ∂(P
KPTP

K)

∂PK

= ρF(PK , PT )

N∑
j=1

vjv
†
jP

KPT + PTP
Kvjv

†
j , (21)

where vj denotes the j-th eigenvector of PKPTP
K . We

now return to (16). Using (18), (20), and (35), we obtain

d

dϵ
L(P + ϵδP,Λ, θ)

∣∣∣∣
ϵ=0

= −ℜ⟨result of (21)+λK , δPK⟩

+

K−1∑
k=1

ℜ
〈
−λk + V ext(P k; θ) :

∂V ext

∂P
(P k; θ)

+ (Uk+1)†λk+2Uk+1 + (2i∆t)λk+1UkP k−1 : ζk,−

+ (−2i∆t)P k−1(Uk)†λk+1 : ζk,+, δP k

〉
, (22)



where as shorthand we have introduced λK+1 ≡ 0. For
each fixed k from 1 to K, we want the right-hand side to
vanish for all variations δP k. With the Frobenius norm
(14), one can show that if X is an n× n complex matrix
such that ℜ⟨X,Y ⟩ = 0 for all complex n × n matrices
Y , then X = 0. Thus we obtain the final condition

λK=−ρF(PK, PT )

N∑
j=1

vjv
†
jP

KPT+PTP
Kvjv

†
j , (23)

the first backward step

λK−1 = V ext(PK−1; θ) :
∂V ext

∂P
(PK−1; θ)

+ 2i∆tλKUK−1PK−2 : ζK−1,−

− 2i∆tPK−2(UK−1)†λK : ζK−1,+, (24)

and the backward-in-time adjoint equation

λk = V ext(P k; θ) :
∂V ext

∂P
(P k; θ) + (Uk+1)†λk+2Uk+1

+ 2i∆tλk+1UkP k−1 : ζk,−

− 2i∆tP k−1(Uk)†λk+1 : ζk,+ (25)

for k = K − 2, . . . , 1. Note that (23-25) can also be
derived via Pontryagin’s minimum principle [34; 35].

3.4. Optimization Algorithm
Using the above results, we now explain how we solve

the discrete-time optimal control problem stated at the top
of Section 3.2. Suppose we have a current iterate θ(m),
the parameters of our neural network control. Given θ(m)

and the initial condition P 0 = P0, we solve (9) and (10)
to generate a trajectory P = {P k}Kk=0. Using this trajec-
tory and θ(m), we then use (23), (24) and (25) to generate
the adjoint trajectory Λ = {λk}Kk=1. By carrying out the
steps until this point, we have found (P,Λ, θ) such that
∇PL = 0 and ∇ΛL = 0. There is only one remaining
gradient, which we now compute:

∇θL = ℜ
K−1∑
k=0

〈
V ext(P k; θ),

∂V ext

∂θ
(P k; θ)

〉
+ ℜ⟨λ1, (∇θU

0)P 0U0†⟩+ ℜ⟨λ1, U0P 0(∇θU
0†)⟩

+ ℜ
K−1∑
k=1

⟨λk+1, (∇θU
k)P k−1Uk†⟩

+ ℜ
K−1∑
k=1

⟨λk+1, UkP k−1(∇θU
k†)⟩. (26)

We have explained above how to compute ∇θV
ext. The

only remaining Jacobian is, for k ≥ 1,

∇θU
k
a,b =

∑
j,ℓ

∂

∂Zj,ℓ
(expZ)a,b

∣∣∣∣
Z=−2i∆tH(Pk,k∆t)

· (−2i∆t)∇θHj,ℓ(P
k, k∆t; θ) (27)

When k = 0, we replace all instances of 2i with i, mir-
roring the difference between (9) and (10). For gradients
of Uk†, we send i 7→ −i as explained above.

One can check that, along feasible trajectories, the gra-
dient (26) equals the gradient of the discrete objective
function (13) with respect to θ. Thus the basic idea is
to use the gradient (26) as a descent direction to com-
pute the next iterate θ(m+1), repeating until convergence
is achieved. We have implemented the discrete-time for-
mulation detailed above, using JAX [36] to handle the
neural network and associated automatic differentiation.
We use our implementations of the discrete objective (13)
and the gradient (26) in conjunction with a recently devel-
oped trust region quasi-Newton optimizer [37].

The quasi-Newton optimizer uses previously com-
puted gradients to build an approximation of the Hes-
sian; in particular, the L-SR1 (limited-memory symmet-
ric rank-1) update is used [37]. This update guarantees
that the resulting Hessian is symmetric but does not en-
force positive definiteness. We view this as a feature:
using a neural network will almost certainly lead to an
objective whose true Hessian is not positive definite.

4. RESULTS
Here we give numerical results for the TDHF optimal

control problem and solution methods described above.
We focus on three molecular systems: H2, HeH+, and
LiH all in the STO-3G basis set. STO-3G is a minimal
basis set that uses a linear combination of three Gaus-
sians to describe a Slater type orbital [9, §3.6.2]. For
each system, we use the Gaussian electronic structure
code [38] to compute the field-free Hamiltonian HAO

0 (P )
in the AO basis, molecular orbital coefficients, overlap
matrices, and dipole moment matrices. Using this infor-
mation, we form the field-free Hamiltonian H0(P ) in the
canonically orthogonalized (CO) basis [9, §3.4.5]; all re-
maining calculations are conducted in the CO basis.

4.1. H2 and HeH+

For these 2-electron systems, all Hamiltonians and
density matrices are of size 2 × 2. Symmetries dictate
that only the M3 dipole moment matrix (corresponding
to the z direction along the bond axis) is active. Hence
the control satisfies a(t) ∈ R1 for all t. For our neu-
ral network model of a(p), we use a dense feedforward
network with an input layer of size N2 = 4, two hidden
layers with 4 units each, and an output layer of size 1.
The total number of parameters (neural network weights
and biases) in this model is 45. For the last layer, we use
an identity activation; for prior layers, we use the softplus
activation function to guarantee smoothness.

We choose P0 = diag([0, 1]) and PT = diag([1, 0]).
For both 2-electron systems, all density matrices must
have trace equal to 1 at all times. When we further con-
strain these matrices to be idempotent, we see that there
are only two choices for diagonal matrices, the P0 and
PT matrices above. This is why we have chosen them as
our initial and final target states.
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(a) H2: optimal control signal a(t)
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(b) H2: controlled trajectory P (t)
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(c) HeH+: optimal control signal a(t)
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(d) HeH+: controlled trajectory P (t)

Fig. 1 For two 2-electron systems (H2 and HeH+ in the STO-3G basis set), we apply the methods from this paper to
learn small neural network controls a(P ) that drive each system (in turn) from P0 = diag([0, 1]) to PT = diag([1, 0]).

We then solve (1) for P (t), using the Hamiltonian (2) and external field (6) that incorporates the control a(P ). The
distinct real and imaginary parts of P (t) are plotted in the right panels. The control signals a(t) = a(P (t)) are plotted in

the left panels. Both controls achieve their desired targets with mean absolute error less than 10−2. For these systems,
the x and y dipole moment matrices are zero; only the control amplitude a(t) in the z direction matters.

For both systems, we use the time step ∆t = 8.268×
10−3 a.u. (atomic units). For H2, we use a final time of
T = 700∆t; for HeH+, we use T = 1000∆t. These
values were chosen after running trial trajectories with
sinusoidal applied fields, to get a sense of these systems’
natural time scales.

For both systems, we solve the optimal control prob-
lem repeatedly using ρ = 104 in the objective (13) and
random Glorot initializations [39] for θ(0). For all runs,
we terminate if the mean absolute difference between PK

and PT is less than 10−2. For H2, we needed 24 runs to
obtain 10 final results that satisfy the termination crite-
rion within 100 iterations; for HeH+, we needed 14 runs.

For H2, among the 10 final results, there is a clear
winner in terms of both mean squared control cost and fi-
delity: we have plotted the corresponding optimal control
input a(t) and controlled trajectory P (t) in the top half of
Figure 1. As the control task consists of driving the sys-
tem from P11(0) = 0 and P22(0) = 1 to P11(T ) = 1
and P22(T ) = 0, we have highlighted P11(t) and P22(t).
The remaining paths in the right panels of Figure 1 are
the real and imaginary parts of P12(t) (plotted in light
gray). By Hermitian symmetry, the real and imaginary
parts of P21(t) need not be plotted separately. To obtain

this solution we needed only 38 optimizer steps; the mean
squared control cost is 1.28×10−1 and the mean absolute
difference between PK and PT is 1.98× 10−3.

For the 10 final solutions we obtained for HeH+, we
see tradeoffs between the two terms in the objective (13).
Here we describe one way to choose one solution that
balances these terms. For the j-th solution, let αj be the
mean squared control cost and βj be the mean absolute
error between PK and PT . After rescaling all α’s and
β’s to be in [0, 1], we choose j that minimizes α2

j + β2
j .

We plot in the bottom panel of Figure 1 the correspond-
ing solution, both the optimal control input and controlled
trajectory. Only 83 optimizer steps were needed to obtain
this solution; the mean squared control cost is 7.27×10−1

and the mean absolute difference between PK and PT is
1.30× 10−3.

For both systems, at the final θ values we found
through optimization, we find that ∥∇θJ (θ)∥ is still
large, on the order of 103. Analyzing this gradient further
by recomputing it with ρ = 0, we see that it primarily re-
flects lack of optimality with respect to the control cost.
This follows from the fact that we have driven the den-
sity matrix to a final state that is close to PT , and hence
we have nearly achieved optimality with respect to the fi-
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(b) Controlled trajectory P (t)

Fig. 2 For LiH in the STO-3G basis set, we apply our methods to learn a small neural network control a(P ) that drives
the system from P0 = diag([1, 1, 0, 0, 0, 0]) to PT = diag([0, 1, 0, 0, 0, 1]). Via procedures noted in Fig. 1, we solve for

P (t) (right panel) and the control signal a(t) (left panel). The x and y components of the control signal coincide,
reflecting symmetries of the system. As the z dipole moment matrix for this system does not directly couple P11 and

P66, the control works by first moving electron density from P22 to P55, and then depopulating both P11 and P55 in favor
of P66 and P22. The mean absolute error between achieved and desired targets is 2.59× 10−2.

delity. For both systems, optimization succeeds in reduc-
ing ∥∇θJ (θ)∥ by at least one order of magnitude from
the initial guess θ(0) to the final saved θ. We hypothesize
that with more iterations, the norm of the gradient will
drop below desired tolerances.

4.2. LiH
For the 4-electron system LiH, all Hamiltonians and

density matrices are of size 6 × 6. All three dipole mo-
ment matrices are nonzero, so Na = 3 and the control
satisfies a(t) ∈ R3 for all t. Here our neural network
model of a(p) is a dense feedforward network with an
input layer of size N2 = 36, three hidden layers with 4
units each, and an output layer of size 3. The total num-
ber of parameters (neural network weights and biases)
in this model is 203. For the final output layer, to keep
the control bounded, we use an activation consisting of
z 7→ 10 tanh(z); for prior layers, to guarantee smooth-
ness, we again use the softplus activation.

For our initial and final target states, we use two di-
agonal matrices: P0 = diag([1, 1, 0, 0, 0, 0]) and PT =
diag([0, 1, 0, 0, 0, 1]). All density matrices have trace
equal to 2, half the number of electrons in the system. We
use ∆t = 8.268× 10−4 a.u. and final time T = 1400∆t.

As written in the discrete objective (13), the first term
is 1/2 of a sum of squares; for the LiH system, we rescale
this term by 1/(N2K) so that it is a mean rather than a
sum. We use this rescaling in all subsequent gradients as
well. With this, we take ρ = 103.

We again run our optimization method repeatedly (16
total runs with Glorot initialization for θ(0)) until we ob-
tain a set of 10 converged solutions, using the above ter-
mination criterion and a maximum iteration limit of 1000.
Using the same method described above to pick one solu-
tion, we arrive at the solution plotted in Figure 2; here the
mean control cost is 13.49 and the mean absolute differ-

ence between PK and PT is 2.59 × 10−2. This solution
required 1000 optimizer steps to find. The final value
of ∥∇θJ (θ)∥ is large (but at least one order of mag-
nitude smaller than at initialization), with contributions
from both the control cost and the fidelity. We hypothe-
size that further optimization steps would remedy this.

In the left panel of Figure 2, we plot the x, y, and z
components of the optimal amplitude a(t). In the right
panel, we have highlighted those components of the den-
sity matrix that correspond directly to the control task
given by P0 and PT above. Note that the applied fields in
the x and the y directions coincide; all applied fields are
noticeably non-sinusoidal. As compared with the smaller
molecular systems described above, the controlled trajec-
tories in Figure 2 are noticeably more nonlinear.

5. CONCLUSION
This work provides proof of concept that our adjoint

state method can be used to learn very small neural net-
work controls that drive (1) from a prescribed initial state
P0 towards a desired target PT . This opens the door to
at least three areas of future work: (i) improving the opti-
mality of the solutions, (ii) comparison of our TDHF op-
timal control solutions against optimal control solutions
for more exact models, and (iii) physical parametrization
of the controls and interpretation of the solutions.
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APPENDIX
For the Frobenius inner product (14), we can establish

⟨A,B⟩ =
n∑

i=1

n∑
j=1

(A†)ijBji =
∑
i,j

AjiBji, (28)

⟨A,B⟩ =
∑
i,j

AjiBji = ⟨A,B⟩, and (29)

⟨A,A⟩ = ∥A∥2F =
∑
i,j

|Aji|2, (30)

the squared Frobenius norm of A. From (29), we have

ℜ⟨A,B⟩ = ℜ⟨A,B⟩ = ℜ⟨A,B⟩. (31)

Using tracePQ = traceQP , we can show

⟨A,B⟩ = traceA†B = traceBA† = ⟨B†, A†⟩, (32)

⟨A,QB⟩ = ⟨Q†A,B⟩ and ⟨A,BQ⟩ = ⟨AQ†, B⟩. (33)

Suppose that ξ is a 4-index tensor. We use : to denote the
double-index contractions

(ξ : A)ij=
∑
k,ℓ

ξijkℓAkℓ, (A : ξ)ij=
∑
k,ℓ

Akℓξkℓij . (34)

The result of contracting ξ against a matrix is a matrix.
We can then see that

⟨A, ξ : B⟩ =
∑
i,j

Aji(ξ : B)ji =
∑
ℓ,k

∑
j,i

AjiξjikℓBkℓ

=
∑
ℓ,k

(A : ξ)kℓBkℓ = ⟨A : ξ,B⟩ (35)
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