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Abstract—Content creators often use music to enhance their videos,
from soundtracks in movies to background music in video blogs and
social media content. However, identifying the best music for a video
can be a difficult and time-consuming task. To address this challenge,
we propose a novel framework for automatically retrieving a matching
music clip for a given video, and vice versa. Our approach leverages
annotated music labels, as well as the inherent artistic correspondence
between visual and music elements. Distinct from previous cross-modal
music retrieval works, our method combines both self-supervised and su-
pervised training objectives. We use self-supervised and label-supervised
contrastive learning to train a joint embedding space between music and
video. We show the effectiveness of our approach by using music genre
labels for the supervised training component, and our framework can be
generalized to other music annotations (e.g., emotion, instrument, etc.).
Furthermore, our method enables fine-grained control over how much
the retrieval process focuses on self-supervised vs. label information at
inference time. We evaluate the learned embeddings through a variety
of video-to-music and music-to-video retrieval tasks. Our experiments
show that the proposed approach successfully combines self-supervised
and supervised objectives and is effective for controllable music-video
retrieval.

Index Terms—Multimodal Learning, Contrastive Learning, Cross-
Modal Retrieval, Music Information Retrieval

I. INTRODUCTION

From movies to video blogs and social media content, music
greatly enhances how we experience entertainment. Music adds
depth to a story, evoking strong emotions and enriching the nar-
rative. The synergy between the visuals and music is essential
for impactful storytelling. However, finding music that matches the
style/genre/emotion of a video can be difficult and time-consuming.
Thus, a system that can automatically recommend music for a given
video is very desirable.

Various approaches have been proposed for this task of retrieving
music from video (and vice-versa). Hong et al. [1] train audiovisual
embeddings via inter-modal ranking and intra-modal structure losses.
More recent works use self-supervised learning methods due to their
widespread success. In [2], the authors match short video segments to
music segments based on aggregated video and audio embeddings.
However, this approach likely cannot capture nuanced audiovisual
relationships that often require a broader temporal context [3]. Suris
et al. [4] use self-supervised contrastive learning to model the artistic
correspondence between music and video. They use Transformer
networks [5] to model the temporal context and audiovisual alignment
in long-form music videos. McKee et al. [6] extend the approach of
[4] to include languaged-guided video-to-music retrieval.

Aside from video-to-music retrieval, there are numerous works on
music and audio retrieval from other modalities such as language
[[71-19], speech [10]], and visual queries [11], [[12].

Although self-supervised approaches are effective in capturing
the inherent audiovisual correspondence between music and video,
incorporating supervised information can further enhance retrieval
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performance. While some studies [[11]], [13]] have explored supervised
learning for music and visual content, supervised methods for music-
video retrievaﬂ are largely under-explored.

Motivated by this, we propose Control-MVR: a framework for
Controllable Music-Video Retrieval. Our approach combines self-
supervised and supervised training objectives, by leveraging both
natural audiovisual correspondence and annotated music labels. This
semi-supervised approach combines the generalization strengths of
self-supervised learning with the domain-specific knowledge of su-
pervised learning. Moreover, Control-MVR enables explicit control
over the relative contribution of each paradigm at inference time,
which allows the user to to dynamically prioritize for self-supervised
audiovisual patterns or supervised domain knowledge.

We summarize the major contributions of this paper as follows:

o To the best of our knowledge, Control-MVR is the first method
that combines both self-supervised and supervised training ob-
jectives for learning an alignment between music and video.

¢ Our model produces a controllable joint embedding space that
combines self-supervised and supervised content.

o Unlike prior work, Control-MVR enables explicit control over
the retrieval process at inference time.

I1I. APPROACH

In this section, we describe the training process for the proposed
Control-MVR framework (Fig. [T), as well its application to control-
lable music-video retrieval.

A. Base Feature Extraction

Given a music (audio) clip 2 and a video ¥, we first extract base
features =% and x}/ using pretrained audio and video representation
models f(-) and fY(-), which are kept frozen during training. Each
audio/video clip is represented by a single feature vector obtained
through temporal aggregation.

Audio Features: For audio feature extraction, we use MERT [14],
an effective music audio representation model trained via large-scale
self-supervised learning [14]. We use the MERT-vI-330M model,
which ingests 24 kHz raw audio and outputs 75 1024-dimensional
feature vectors per second. We compute a learnable weighted average
over the outputs of all transformer layers, and then take a global
temporal average to produce a single 1024-dimensional feature vector
for each audio clip.

Video Features: For video feature extraction, we use the vision
component (ViT-B/32 architecture) of CLIP [15]. We extract a CLIP
image feature for each video frame, and then temporally average the
features, resulting in a single 512-dimensional feature vector for each
video clip.

'We use the term music-video retrieval to refer to both video-to-music and
music-to-video retrieval.
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Fig. 1. Overview of the semi-supervised Control-MVR framework. A dual-
branch architecture separately processes music and video, using frozen pre-
trained models as well a series of trainable networks. Self-supervised and
supervised cross-modal contrastive losses operate on different points in the
model architecture. A user-defined weight parameter o provides explicit
control of the output embeddings z4 and z", which are used for music-
video retrieval.

B. Model Architecture

As shown in Fig. m the base audio and video features m}“ and az}/
are separately passed through a dual-branch architecture consisting of
multiple trainable networks. The two branches are identical in archi-
tectureﬂ but have independent weights. Control-MVR first computes

task-specific ¢ embeddings:
= (o (), ath=h (o (=)
and 2"

and then computes output embeddings z*
=m0 () +anlhy () O

where M represents the audio (A) or video modality (V), ssl =
self-supervised, and sup = supervised.

The g™ (-) networks learn representations that are shared across
the self-supervised and supervised tasks. The task-specific networks
h2,(-) and A2, (-) learn task-specific ¢ embeddings for the self-
supervised and supervised tasks.

Finally, the networks pl?;(-) and ply,(-) project g2/, and g2, to
the output embedding space where they are combined. As shown in
@), 2" is a linear combination—controlled by a combination weight
a—of the projected task-specific embeddings. During training, o is
a hyperparameter between 0 and 1. The use of « during inference is
explained in subsection [[I-D}

2Except for the very first layers of g“(-) and gV (-), since the base audio
and video features have different dimensions.

Each of these networks is a multi-layer perceptron, consisting of
blocks of {linear — ReLU — dropout} layers.

C. Semi-Supervised Contrastive Learning

To train Control-MVR, we use semi-supervised contrastive learn-
ing between music and video. We use the term semi-supervised to
indicate that both self-supervised and supervised learning are used.
For the remainder of this paper, we use the following notations: z
= embedding of sample i of modality M, y = label of sample i
of modality M, I = {1,..., N} = all indices in a batch, and T = the
temperature hyperparameter.

Self-Supervised Contrastive Losses: We use the cross-modal
version of the self-supervised contrastive InfoNCE loss [[16]]. The
audio-to-video InfoNCE loss is defined as:

exp (2{4 . ZZV/T)

N
1

07V (2) == log
N; Zkelexp(zf‘-z,y/T)

This contrastive loss “pulls together” audio and video embeddings
from the same music video and ’ pushes apart embeddings from dif-
ferent music videos. We combine £,V (2) and £Y.74 (2): £ss1(2) =
0.5 (647V (2) + €47 (2)).

Supervised Contrastive Losses: We use the cross-modal version
of the SupCon loss [17]], following the approach of [11]]. The audio-
to-video SupCon loss is defined as:

3

A—»V
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where s(z) = log 5)
Yrerexp (2 2 /7)
PAZV(4) 1s the set of indices of positive examples z for anchor
example z7* and is defined as:
PV ={pel |y =y} ©)

This contrastive loss “pulls together” audio and video embeddings
with the same label and “pushes” apart embeddings with dif-
ferent labels. We combine ¢4 (z) and 4,7 (2): Loup(2) =
05 (42" (2) + L A ().

Contrastive Training: To train the task-specific ¢ embeddings, 2
different losses are used: L, = €51 (gss1) and L%, = Loup (qsup)-
¢, and q%p are trained to contain self-supervised and supervised
content, respectively.

To train the output embeddings 2, 2 different losses are used:
Liy = lss1 (2) and L3, = lsup (2 ) 2™ are trained to combine the
self- superv1sed information from ¢/, and the supervised information
from qsup.

In order to train the entire Control-MVR model, multi-task learning
is used to balance the multiple objectives previously described. The
total loss function that is optimized the sum of all individual losses:

Ltotal = Lisl + Liup + L?sl + L};up (7)

D. Controllable Music-Video Retrieval

As described in subsection the output embeddings z™ are
linear combinations—controlled by a combination weight a—of the
projected task-specific embeddings. During inference/retrieval, o can
be adjusted to any value (between 0 and 1) to control the content
emphasized in z*, which in turn controls the retrieval process.

When « = 0, 2 maximize self-supervised information and mini-
mize supervised information. Hence, the retrieval system maximizes
the self-supervised similarity between the query and retrieved item.



When « = 1, 2™ maximize supervised information and minimize
self-supervised information. In this case, the retrieval system maxi-
mizes the supervised similarity between the query and retrieved item.

By adjusting the value of « at inference time, the user can
dynamically balance the influence of self-supervised learning—which
captures broad audiovisual relationships—and supervised learning—
which adds more precise domain-specific information.

III. EXPERIMENTS AND RESULTS

In all experiments, we use ground-truth music genre labels for the
supervised training components of the Control-MVR framework, as
well as for supervised retrieval evaluations.

A. Dataset

We select a subset of music videos from AudioSet [18] that are
annotated with precisely one Music Genreﬂ label. We then condense
AudioSet’s Music Genre classes into a more compact class taxonomy,
by grouping similar genres into 11 broader genre categories, as shown
in We do this genre grouping in order to provide cleaner
training signals for supervised contrastive learning. Since the SupCon
losses treat each class as completely independent, we want to prevent
similar genres (e.g., Blues and Funk) being treated as separate classes.

This process results in a dataset of 106400 music videos (each with
a duration of 10 seconds) that are annotated with a single music genre
label. We split the dataset into 87710 videos for training, 10000 for
validation, and 8000 for testing, in a genre-stratified manner.

Since the annotations of AudioSet primarily focus on audio content
and effectively ignore visual content, our dataset consists of videos
that contain music audio. Unlike the YouTube-8M dataset [19] used
in [4], our dataset is not limited to regular music videos (i.e., a video
that accompanies music) and includes diverse content such as live
concerts, advertisements, and video games. In this paper, we use the
term “music video” to refer to any video that contains music audio.

B. Implementation Details

We use raw audio at a sample rate of 24 kHz. Since MERT ingests
audio inputs of any length [[14]], we pass the full 10-second audio clips
directly into MERT. We use videos down-sampled to 2 FPS, and
apply CLIP’s image pre-processing transformsﬂ to each video frame,
which include cropping to a size of 224 x 224 and normalization.

For supervised contrastive learning, we use a special dataset
sampling procedure during training. To get a single music video,
we first randomly select a single genre class, then randomly sample
a music video with the selected genre label. In this way, the training
batches have a uniform distribution over the genre classes, which
helps the supervised contrastive learning process.

We use a dimension of 256 for all joint embedding spaces and
use a dropout probability of 0.4 for all networks. During training, we
set a to 0.5 to equally balance the self-supervised and supervised ¢
embeddings. For all contrastive loss functions, we use a temperature
of 0.1, which we found to be optimal. For all training experiments,
we use the AdamW [20] optimizer with a batch size of 1024 and a
learning rate of 0.001. We train all models for 50 epochs and keep
the model checkpoint with the lowest total validation loss.

3 AudioSet ontology: |https://research.google.com/audioset/ontology/
“4Details can be found at https://github.com/openai/CLIP,

TABLE I
MAPPING BETWEEN OUR MUSIC GENRE CLASSES AND AUDIOSET’S
ORIGINAL Music Genre CLASSES.

New Genre Class ‘ Original AudioSet Genre Class(es)

Country Country
Classical Classical music
Electronic Electronic music

Middle Eastern music, Music of Africa, Music of Asia,

Non-Western . . . L .
Music of Latin America, Traditional music

Hip-Hop Hip hop music

Jazz Jazz

Pop Pop music

Reggae Reggae

R&B Blues, Disco, Funk, Rhythm and blues, Soul music
Rock Rock music

Vocal Vocal music

C. Cross-Modal Retrieval

Following prior works [4], [7]-[11], [23]], we evaluate Control-
MVR with cross-modal retrieval tasks, using the held-out test set.

Experimental Setup: Given a video/music query, we retrieve the
K most similar music/video clips in the test set, ranked by the
cosine similarity between the output audio and video embeddings
24 and zV. We run two different types of retrieval experiments: self-
supervised retrieval and genre-supervised retrieval.

For self-supervised retrieval, a retrieval is successful if the retrieved
music/video clip belongs to the exact same music video as the query.
Following [4], we use an evaluation set size of 2000 music videos.
We divide the full test set of 8000 music videos into 4 disjoint subsets
of size 2000, and then average the results of the subsets. We report
Recall@K (R@K) and Mean Reciprocal Rank (MRR) scores.

For genre-supervised retrieval, a retrieval is successful if the
retrieved music/video clip has the same genre label as the query. We
directly use the full 8000-video test set, since supervised retrieval re-
sults do not depend on the evaluation set size. We report Precision@K
(P@K) and Mean Reciprocal Rank (MRR) scores. Following previous
works [10], [11]], [23]], we macro-average retrieval metrics across all
genre classes to avoid potential bias caused by class imbalances.

Baseline Approaches: We compare against three other works:
Wav2CLIP [21]], AudioCLIP [22], and M VPt [4]. We use open-source
implementations of Wav2CLIP and AudioCLIP. Since the model
weights of MVPt are not available, we replicated and trained the
model on our dataset—but modified the input video/music lengths to
be compatible with AudioSet’s 10-second clipsE] We do not conduct
a direct comparison with the recent work on video-to-music retrieval
presented in [[6], as their approach incorporates language in addition
to audio and video inputs, which differs from our task. Additionally,
their model weights are not publicly available.

We also train several other baseline approaches: a fully self-
supervised model, a fully supervised model, and a simpler semi-
supervised model. These baselines use a simplified version of the
Control-MVR architecture in Fig. |1} where only the g (-) and g" (-
networks are trained, and their outputs are used as the final output
embeddings. For the self-supervised/supervised baselines, a single
self-supervised/supervised contrastive loss is used to train the model.
For the semi-supervised baseline, an equally-weighted combination
of self-supervised and supervised contrastive losses is used.

Results: lists the self-supervised and genre-supervised
cross-modal retrieval results. All metrics are shown as percentages.
The rows are divided into 3 sections: 1) the first section contain
baseline methods (Wav2CLIP and AudioCLIP) that were trained on

SWe used 10 1.0-second segments to represent each music video.
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TABLE 11
CROSS-MODAL RETRIEVAL RESULTS ON A MUSIC VIDEO TEST SET FROM AUDIOSET. WE REPORT RECALL@K (R@K) AND MEAN RECIPROCAL RANK
(MRR) FOR SELF-SUPERVISED RETRIEVAL, AND PRECISION@K (P@K) AND MEAN RECIPROCAL RANK (MRR) FOR GENRE-SUPERVISED RETRIEVAL.

Self-Supervised Retrieval Genre-Supervised Retrieval
Training Method Video — Music Music — Video Video — Music Music — Video
R@l R@10 MRR | R@l R@I10 MRR | P@l P@10 MRR | P@l P@10 MRR
Wav2CLIP [21] 208 9.84 443 178 940 4.55 27772 2599  41.63 | 2796 2675 4261
AudioCLIP [22]] | 0.28 2.23 1.21 0.12  0.75 0.55 2466 19.72 3587 | 11.67 12.02  24.08
MVPt [4] 1.16 8.72 4.03 142 9.23 443 3291 33.08 4490 | 3533 33.79  50.08
Self-Supervised 1.07 8.90 4.15 1.27 9.41 4.36 3488 33.15 4631 | 34.64 3340 49.18
Supervised 0.35 3.80 1.92 047 428 2.14 46.09 46.07 54.03 | 48.96 50.51  58.66
Semi-Supervised | 0.97  7.76 3.70 1.18 8.66 4.07 449 4341 5470 | 46.09 46.15 58.04
Control-MVR
a=0.0 1.35 9.78 4.45 1.60 10.41 4.81 3595 37.13 4887 | 43.65 43.12 57.86
a=1.0 062 513 2.52 0.73 6.08 2.86 41.3 433 52.59 | 45.67 46.74 5848
Optimal o 1.65 1042 483 1.76 10.93  5.09 4252 4324 5354 | 4770 46.86  60.32

different datasets, 2) the second section contains baseline methods
trained on our dataset, 3) and the third section is for Control-MVR.
For Control-MVR, we show results with 3 different inference-time
« values: 0.0, 1.0, and an optimal value. The optimal value is the
« value in {0.0,0.1,...,0.9,1.0} that results in the best Recall@10
and Precision@ 10 score on the validation set, for self-supervised and
genre-supervised retrieval, respectively. The optimal « value is 0.4
for self-supervised retrieval and 0.8 for genre-supervised retrieval.
For self-supervised retrieval, Control-MVR (with optimal «) no-
ticeably outperforms all baselines except for Wav2CLIP, which it
marginally outperforms (except for Recall@1). However, we note
that Wav2CLIP is trained on a larger dataset [24]] and also trains
the entire audio encoder, unlike Control-MVR. Importantly, Control-
MVR outperforms the fully self-supervised baseline, which demon-
strates that genre-label supervision can complement ordinary self-
supervised learning. Furthermore, the semi-supervised baseline does
not outperform the self-supervised baseline, which suggests that the
more complex Control-MVR model architecture is necessary to effec-
tively combine the self-supervised and genre-supervised objectives.
For genre-supervised retrieval, Control-MVR significantly outper-
forms all self-supervised baselines (including Wav2CLIP and Au-
dioCLIP), but slightly underperforms the fully-supervised baseline.
However, the supervised baseline overfits to the music genre labels,
which is clear from its weak self-supervised retrieval performance.
Control-MVR shows SOTA or near-SOTA performance for both
self-supervised and genre-supervised retrieval evaluations, showing
an advantage over the other baselines, which are competitive at only
a single type of evaluation. Moreover, Control-MVR adds retrieval
controllability, which is explored further in the next section.

D. Retrieval Controllability

To explore the controllability of Control-MVR, we vary the value
of « (at inference time) from 0.0 to 1.0 in steps of 0.1, and repeat
the retrieval experiments for each o value. As shown in Fig. 2]
we plot Recall@10 (R@10) vs. « for self-supervised retrieval and
Precision@10 (P@10) vs. o for genre-supervised retrieval.

For self-supervised retrieval, Recall@10 slightly increases then
sharply decreases. Since a larger o value results in less self-
supervised content in the output embeddings, we can generally expect
an inverse relationship, which is clearly shown for larger o values.
But interestingly, the peak Recall@10 scores occur at o values of
around 0.4, which suggests that partially including genre-supervised
content actually improves the self-supervised retrieval task.

a) Self-Supervised Retrieval b) Genre-Supervised Retrieval
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Fig. 2. Control-MVR enables explicit control over the retrieval process at
inference time. a) Decreasing o increases self-supervised content in the output
embeddings, which in turn improves self-supervised retrieval performance.
b) Conversely, increasing o increases genre-supervised content in the output
embeddings, which improves genre-supervised retrieval performance.

For genre-supervised retrieval, Precision@10 generally increases
as « increases, which is expected since a larger « value results in
more genre-supervised content in the output embeddings. Analogous
to the self-supervised retrieval plot, the peak Precision@10 scores
occur at « values of around 0.8, which indicates that some amount
of self-supervised content is beneficial for genre-supervised retrieval.

IV. CONCLUSION

In this paper, we introduced Control-MVR, a novel framework for
controllable music-video retrieval. Our approach combines both self-
supervised and supervised contrastive training objectives to learn a
controllable joint embedding space between music audio and video.
We demonstrated the effectiveness of Control-MVR by training a
model on a music video dataset annotated with music genre labels.
Our model outperformed all baseline methods on self-supervised
retrieval tasks, while being comparable to a fully supervised baseline
on genre-supervised retrieval tasks. Through retrieval controllability
experiments, we also showed that Control-MVR can effectively guide
the retrieval process at inference time.

For future work, we plan to extend this framework by incorpo-
rating additional music video labels (e.g., emotion) in alongside to
genre, enabling the model to balance multiple music attributes (e.g.,
genre, emotion) during retrieval. Furthermore, we aim to explore the
integration of language-guidance into the Control-MVR framework.
Our results showed that using semi-supervised learning can facilitate
a controllable music-video retrieval system with strong performance,
and we hope that our work can help motivate further research in
controllability of cross-modal retrieval systems.



[1]

2

—

[3]

[7

—

[8]

[9]

[10]

[11]

(12

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

REFERENCES

S. Hong, W. Im, and H. S.Yang, “Cbvmr: Content-based video-music
retrieval using soft intra-modal structure constraint,” in Proceedings of
the ACM International Conference on Multimedia Retrieval, 2018.

L. Prétet, G. Richard, and G. Peeters, “Cross-modal music-video
recommendation: A study of design choices,” in Proceedings of the
International Joint Conference on Neural Networks (IJCNN), 2021.
——, “Is there a “language of music-video clips”? a qualitative and
quantitative study,” in Proceedings of the International Society for Music
Information Retrieval Conference (ISMIR), 2021.

D. Suris, C. Vondrick, B. Russell, and J. Salamon, “It’s time for artistic
correspondence in music and video,” in Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition (CVPR), 2022.
A. Vaswani, “Attention is all you need,” Advances in Neural Information
Processing Systems, 2017.

D. McKee, J. Salamon, J. Sivic, and B. Russell, “Language-guided music
recommendation for video via prompt analogies,” in Proceedings of
the IEEE/CVF Conference on Computer Vision and Pattern Recognition
(CVPR), 2023.

Q. Huang, A. Jansen, J. Lee, R. Ganti, J. Y. L, and D. P. W. Ellis, “Mulan:
A joint embedding of music audio and natural language,” in Proceedings
of the International Society for Music Information Retrieval Conference
(ISMIR), 2022.

1. Manco, E. Benetos, E. Quinton, and G. Fazekas, “Contrastive audio-
language learning for music,” in Proceedings of the International Society

for Music Information Retrieval Conference (ISMIR), 2022.

Y. Wu, K. Chen, T. Zhang, Y. Hui, T. Berg-Kirkpatrick, and S. Dubnov,
“Large-scale contrastive language-audio pretraining with feature fusion
and keyword-to-caption augmentation,” in Proceedings of the Interna-
tional Conference on Acoustics, Speech and Signal Processing (ICASSP),
2023.

S. Doh, M. Won, K. Choi, and J. Nam, “Textless speech-to-music
retrieval using emotion similarity,” in Proceedings of the International
Conference on Acoustics, Speech and Signal Processing (ICASSP), 2023.
S. Stewart, K. Avramidis, T. Feng, and S. Narayanan, “Emotion-aligned
contrastive learning between images and music,” in Proceedings of the
International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2024.

J. Wilkins, J. Salamon, M. Fuentes, J. P. Bello, and O. Nieto, “Bridging
high-quality audio and video via language for sound effects retrieval
from visual queries,” in WASPAA, 2023.

B. Li and A. Kumar, “Query by video: Cross-modal music retrieval,” in
Proceedings of the International Society for Music Information Retrieval
Conference (ISMIR), 2019.

Y. Li, R. Yuan, G. Zhang, Y. Ma, X. Chen, H. Yin, C. Xiao, C. Lin,
A. Ragni, E. Benetos, N. Gyenge, R. Dannenberg, R. Liu, W. Chen,
G. Xia, Y. Shi, W. Huang, Z. Wang, Y. Guo, and J. Fu, “Mert:
Acoustic music understanding model with large-scale self-supervised
training,” in Proceedings of the International Conference on Learning
Representations (ICLR), 2024.

A. Radford, J. W. Kim, C. Hallacy, A. Ramesh, G. Goh, S. Agarwal,
G. Sastry, A. Askell, P. Mishkin, J. Clark, G. Krueger, and I. Sutskever,
“Learning transferable visual models from natural language supervision,”
in Proceedings of the International Conference on Machine Learning
(ICML), 2021.

A. van den Oord, Y. Li, and O. Vinyals, “Representation learning with
contrastive predictive coding,” arXiv preprint arXiv:1807.03748, 2018.
P. Khosla, P. Teterwak, C. Wang, Y. T. Aaron Sarna, P. Isola,
A. Maschinot, C. Liu, and D. Krishnan, “Supervised contrastive learn-
ing,” in Advances in Neural Information Processing Systems, 2020.

J. F. Gemmeke, D. P. W. Ellis, D. Freedman, A. Jansen, W. Lawrence,
R. C. Moore, M. Plakal, and M. Ritter, “Audio set: An ontology
and human-labeled dataset for audio events,” in Proceedings of the
International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2017.

S. Abu-El-Haija, N. Kothari, J. Lee, P. Natsev, G. Toderici, B. Varadara-
jan, and S. Vijayanarasimhan, “Youtube-8m: A large-scale video classi-
fication benchmark,” arXiv preprint arXiv:1609.08675, 2016.

I. Loshchilov and F. Hutter, “Decoupled weight decay regularization,”
in Proceedings of the International Conference on Learning Represen-
tations (ICLR), 2019.

H.-H. Wu, P. Seetharaman, K. Kumar, and J. P. Bello, “Wav2clip:
Learning robust audio representations from clip,” in Proceedings of the

[22]

(23]

[24]

International Conference on Acoustics, Speech and Signal Processing
(ICASSP), 2022.

A. Guzhov, F. Raue, J. Hees, and A. Dengel, “Audioclip: Extending clip
to image, text and audio,” in Proceedings of the International Conference
on Acoustics, Speech and Signal Processing (ICASSP), 2022.

M. Won, J. Salamon, N. J. Bryan, G. J. Mysore, and X. Serra, “Emotion
embedding spaces for matching music to stories,” in Proceedings of
the International Society for Music Information Retrieval Conference
(ISMIR), 2021.

H. Chen, W. Xie, A. Vedaldi, and A. Zisserman, “Vggsound: A large-
scale audio-visual dataset,” in Proceedings of the International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP), 2020.



	Introduction
	Approach
	Base Feature Extraction
	Model Architecture
	Semi-Supervised Contrastive Learning
	Controllable Music-Video Retrieval

	Experiments and Results
	Dataset
	Implementation Details
	Cross-Modal Retrieval
	Retrieval Controllability

	Conclusion
	References

