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OPERATIONS ON THE A-THEORETIC NIL-TERMS

JOACHIM GRUNEWALD, JOHN R. KLEIN AND TIBOR MACKO

Abstract. For a space X, we define Frobenius and Verschiebung operations
on the nil-terms NAfd

±
(X) in the algebraic K-theory of spaces, in three different

ways. Two applications are included. Firstly, we show that the homotopy
groups of NAfd

±
(X) are either trivial or not finitely generated as abelian groups.

Secondly, the Verschiebung defines a Z[N×]-module structure on the homotopy
groups of NAfd

±
(X), with N× the multiplicative monoid.

We also give a calculation of the homotopy type of the nil-terms NAfd
±
(∗)

after p-completion for an odd prime p and their homotopy groups as Zp[N×]-
modules up to dimension 4p− 7. We obtain non-trivial groups only in dimen-
sion 2p−2, where it is finitely generated as a Zp[N×]-module, and in dimension
2p− 1, where it is not finitely generated as a Zp[N×]-module.

1. Introduction

The fundamental theorem of algebraic K-theory of spaces which is proved in
[HKV+01] states that for any space X there is a splitting

(1.1) Afd(X × S1) ≃ Afd(X)×BAfd(X)×NAfd
+ (X)×NAfd

– (X),

where Afd(X) denotes the finitely-dominated version of the algebraic K-theory of
the space X , by BAfd(X) is denoted certain canonical non-connective delooping of
Afd(X) and NAfd

+ (X), NAfd
– (X) are two homeomorphic nil-terms. Thus the study

of Afd(X × S1) splits naturally into studying Afd(X) and the nil-terms. Over time
there has been steady progress in understanding Afd(X) for some X , mostly for
X = ∗ [KR97], [Rog02], [Rog03], but not much is known about the nil-terms. These
are the subject of the present paper.

Recall that the splitting (1.1) is analogous to the splitting of the fundamental
theorem of algebraic K-theory of rings [Gra76] for any ring R

(1.2) K(R[Z]) ≃ K(R)×BK(R)×NK+(R)×NK−(R),

where K(R) denotes the (−1)-connective K-theory space of the ring R and BK(R)
is a certain canonical non-connective delooping of K(R). In fact, for any space
X there is a linearization map l : Afd(X) → K(Z[π1X ]) and the two splittings are
natural with respect to this map.

We pursue the analogy between the algebraic K-theory of spaces (the non-linear
situation) and the algebraic K-theory of rings (the linear situation) further. We
define the Frobenius and Verschiebung operations on the nil-terms NAfd

± (X), which
are analogs of such operations defined in the linear case. As a consequence we
obtain the following result (compare with [Far77]):

Theorem 1.1. The homotopy groups π∗ NA
fd
± (X) and all of their p-primary sub-

groups are either trivial or not finitely generated as abelian groups.
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This result suggests that it is very hard to determine the homotopy groups of
NAfd

± (X) and that it is important to have more structure on them. We achieve this
in Corollary 5.2 which says that the Verschiebung operations define a structure of
a Z[N×]-module on the homotopy groups of the nil-terms. Here N× = {1, 2, . . .}
is a monoid with respect to multiplication. In the algebraic K-theory of rings the
corresponding structure was studied in [CdS95], [Lod81].

It is standard knowledge that NK±(Z) ≃ ∗, since Z is a regular ring [Ros94].
However, not much is known about the spaces NAfd

± (∗). One approach is to compare

them with the linear nil-terms via the linearization map NAfd
± (∗) → NK±(Z). This

is known to be a rational equivalence. Moreover, after p-completion at a prime
p it is (2p − 3)-connected. Hence the nil-terms NAfd

± (∗) are rationally trivial. It
seems that the only other known results in this direction are that they are trivial
in dimensions 0, 1 and non-trivial in dimension 2 [Wal78], [Igu82].

We give a calculation of the homotopy type of the nil-terms NAfd
± (∗) and of

the module structure on their homotopy groups in a certain range. For this we
first p-complete NAfd

± (∗) at an odd prime p so that the homotopy groups become
Zp[N×]-modules. Below HFp denotes the Eilenberg-Mac Lane spectrum of Fp and
S1(n) is just a copy of S1 indexed by n ∈ N×. The result is:

Theorem 1.2. If p is an odd prime the following holds.

(1) There is a (4p− 7)-connected map
∨

±n∈N×

Σ2p−2
HFp ∧ (S1(±n)+) −→ NAfd

± (∗)∧p ,

hence

π2p−2 NA
fd
± (∗)∧p

∼= ⊕n∈N×
Fp{β±n}

π2p−1 NA
fd
± (∗)∧p

∼= ⊕n∈N×
Fp{γ±n}

πi NA
fd
± (∗)∧p ∼= 0 for i < 2p− 2 , 2p− 1 < i ≤ 4p− 7,

where

β±n ∈ π2p−2Σ
2p−2

HFp ∧ (S1(±n)+) ∼= Fp

γ±n ∈ π2p−1Σ
2p−2

HFp ∧ (S1(±n)+) ∼= Fp

represent a certain choice of generators of these Zp-modules.
(2) The Zp[N×]-module structure on π∗ NA

fd
± (∗)∧p is given by

(n, βm) 7→ βnm

(n, γm) 7→ n · γnm

The proof of Theorem 1.2 follows the general strategy suggested by Madsen in
[Mad94] to study the linearization map Afd(S1) → K(Z[Z]). Certain homotopy
theoretic constructions and relations between Afd(X), the trace invariants of K-
theory, and the free loop space of X are used.

In the linear situation there are partial results pointing in the direction that the
homotopy groups of the nil-terms could be finitely-generated as Z[N×]-modules,
see [CdS95], [Lod81]. However, Theorem 1.2 shows that this is not the case in the
non-linear situation. We have

Corollary 1.3. The Zp[N×]-module π2p−2 NA
fd
± (∗)∧p is (finitely) generated by β±1,

and the Zp[N×]-module π2p−1 NA
fd
± (∗)∧p is not finitely generated.

Combining the Frobenius and Verschiebung operations we can define also a struc-
ture of a Zp[N×∗N×]-module on the homotopy groups of NAfd

± (X)∧p , where N×∗N×
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denotes the free product of monoids. In Corollary 6.5 we show that π2p−1 NA
fd
± (∗)∧p

is also not finitely-generated as a Zp[N× ∗ N×]-module.
For a geometric application of our results recall that algebraicK-theory of spaces

is related via the assembly maps to automorphisms of manifolds. For a general
scheme we refer the reader to the survey article [WW01]. This general scheme
can be applied for example in the case of smooth manifolds with negative sectional
curvature. For such a manifold M of dimension n the work of Farrell and Jones
[FJ91] gives the following results about the space TOP(M) of self-homeomorphisms
of M :

πj TOP(M) ∼=
⊕

T

πj+2 NA
fd
+ (∗)

for 1 < j ≤ φ(n), where T runs through simple closed geodesics in M and φ(n)
denotes the concordance stable range which is approximately n/3, and there is an
exact sequence

0 →
⊕

T

π3 NA
fd
+ (∗) → π1 TOP(M) → Z(π1M) →

→
⊕

T

π2 NA
fd
+ (∗) → π0 TOP(M) → Out(π1M).

So our results describe new non-trivial families of automorphisms of negatively
curved smooth manifolds.
Organization. Section 2 contains the background about algebraic K-theory and
nil-terms. In section 3 we define the Frobenius and Verschiebung operations in
three different ways. In section 4 we prove that the three definitions coincide. In
section 5 we prove the certain identities satisfied by these operations and derive
some consequences out of them. Section 6 contains the proof of Theorem 1.2.
Acknowledgements. We would like to thank John Rognes for help with the
earlier version of this paper and for some arguments in section 6 of the present
version. Further we have benefited from conversations with Tilman Bauer, André
Henriques, Steffen Sagave and Marco Varisco. The second author is indebted to
Tom Goodwillie for discussions in connection with the material in section 6.

2. Preliminaries

Waldhausen defined algebraicK-theory for categories with cofibrations and weak
equivalences [Wal85]. For a topological space X its algebraic K-theory A(X) can
be defined as the algebraic K-theory of the category of based spaces with an action
of the geometric realization of the Kan loop group of X or using equivariant stable
homotopy theory, in terms of certain spaces of matrices. The modern approach to
the latter alternative uses the language of S-algebras and is presented in [DGM04].
We briefly review the definitions in both cases. Further we recall two definitions of
the nil-terms which are the principal objects of study in this paper.

2.1. K-theory. We follow the notation of [HKV+01], [HKV+02], [KW95]. Recall
that a Waldhausen category is a category with cofibrations and weak equivalences
satisfying axioms of [Wal85, 1.2]. If C is such a category there is defined a connected
based space |wS•C| (in fact an infinite loop space), the S•-construction of C whose
loop space is taken to be the definition of the algebraic K-theory of C.

We recall the examples of Waldhausen categories relevant for us. Let M• be a
simplicial monoid whose realization is denoted by M . Let T(M) be the category
whose objects are based M -spaces, i.e. based spaces Y equipped with a based left
action M × Y → Y . Morphisms of T(M) are based equivariant maps. The cell of
dimension n is defined to be

Dn ×M.
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If Z is an object in T(M), and α : Sn−1 × M → Z is an equivariant map we can
form the pushout

Z ∪α (Dn ×M).

This operation is called the effect of attaching a cell. A morphism Y → Z of T(M)
is a cofibration if either Z is obtained from Y by a sequence of cell attachments or
it is a retract of the forgoing. An object is said to be cofibrant if the inclusion of
the base point is a cofibration.

Let C(M) ⊂ T(M) be the full subcategory of cofibrant objects. An object of
C(M) is called finite if it is isomorphic to a finite free based M -CW-complex,
i.e. it is built from a point by a finite number of cell attachments. An object
Y is called homotopy finite if there is a finite object X and a morphism Y → X
which considered as a map of ordinary spaces is a weak homotopy equivalence. An
object is called finitely dominated if it is a retract of a homotopy finite object. The
full subcategory of finite (finitely dominated) objects, is denoted Cf(M) (Cfd(M)).
Both categories Cf(M) and Cfd(M) have the structure of a Waldhausen category
by defining a morphism to be a cofibration if it is a cofibration in T(M) and a
weak homotopy equivalence if it is a weak homotopy equivalence of the underlying
spaces.

Notation 2.1. Denote

Afd(∗,M) := Ω|hS•Cfd(M)|,

Af(∗,M) := Ω|hS•Cf(M)|.

Remark 2.2. Recall that if X is a connected and based topological space and
M is the geometric realization of its Kan loop group, then Af(∗,M) is one of
the definitions of A(X) given in [Wal85]. In analogy we regard Afd(∗,M) as the
definition of Afd(X).

Remark 2.3. The relationship between the two versions is

Afd(∗,M) ≃ K̃0(Z[π0M ])×Af(∗,M),

where K̃0(Z[π0M ]) is the reduced class group of the monoid ring Z[π0M ], [HKV+01,
Lemma 1.7.(3)]. It is necessary to use the finitely dominated version in order for
the fundamental theorem to hold.

For the second definition of Afd(X) we need the language of S-algebras, which we
briefly recall following [DGM04]. By Γop is denoted the category of finite pointed
sets and pointed maps, more precisely the skeletal subcategory consisting of the
sets k+ = {0, . . . , k}, where 0 is the base point. By S∗ is denoted the category of
pointed simplicial sets. A Γ-space B is a functor B : Γop → S∗. The category of Γ-
spaces is denoted ΓS∗, the morphisms are natural transformations of functors from
Γop to S∗. Γ-spaces give rise to spectra, cf. [DGM04, II.2.1.12]. There are several
relevant examples for us. The sphere spectrum is S : k+ 7→ k+, where k+ in the
target is a constant pointed simplicial set. For any X ∈ S∗ the suspension spectrum
is given by Σ∞X : k+ 7→ X∧k+ and for an abelian group G the Eilenberg-MacLane
spectrum HG is given by k+ 7→ G×k, cf. [DGM04, II.1.2]. The homotopy groups of
a Γ-space are defined as the homotopy groups of the corresponding spectrum.

There is a notion of a smash product of Γ-spaces B ∧ C, cf [DGM04, II.1.2.3],
[Lyd99], and a unit of the smash product, which is the already mentioned sphere
spectrum S. The triple (ΓS∗,∧, S) turns out to be a symmetric monoidal category.
An S-algebra A is a monoid in (ΓS∗,∧, S), i.e. a Γ-space with a multiplication map
µ : A ∧ A → A and a unit map 1: S → A satisfying certain relations, cf [DGM04,
II.1.4.1]. S-algebras give rise to ring spectra with a well-behaved smash product.
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The relevant examples here start again with the sphere spectrum S with the mul-
tiplication map given by the action of S on itself. For a simplicial monoid M there
is the monoid S-algebra S[M ] = Σ∞(M+) : k+ → M+ ∧ k+ with the multiplication
map induced by the multiplication in S and the monoid operation of M . For a ring
R there is the Eilenberg-MacLane S-algebra HR, with the multiplication given by
the multiplication in R. The homotopy groups of an S-algebra form a simplicial
ring.

For an S-algebra A the S-algebra Mm(A) of m×m matrices is

Mm(A) : k+ 7→ Map(m+,m+ ∧ A(k+)) =
m−1∏

0

m−1∨

0

A(k+),

with the multiplication Mm(A) ∧ Mm(A) → Mm(A) given in [DGM04, Example
1.4.4.(6)]. The “points” in Mm(A)(k+) are matrices with entries in A(k+) with at

most one non-zero entry in every column. By M̂m(A) is denoted the simplicial ring

Ω∞ Mm(A) whose group of components is π0M̂m(A) = Mm(π0(A)). The simplicial

ring of “invertible matrices” ĜLm(A) is defined as the pullback

ĜLm(A) //

��

M̂m(A)

��

GLm(π0(A)) // Mm(π0(A)).

Definition 2.4. [DGM04, III.2.3.2] The K-theory of an S-algebra A is defined as

K(A) = K0(Z[π0A])× colimm→∞ BĜLm(A)+,

where the superscript + denotes the Quillen +-construction.

It can be shown that K(A) is an infinite loop space, so we think of A 7→ K(A)
as of a functor from S-algebras to spectra.

Remark 2.5. The examples of the S-algebras mentioned above yield for a based
space X with the Kan loop group ΩX and for a ring R

K(S[ΩX ]) ≃ Afd(X) = Afd(∗,ΩX),

K(HR) ≃ K(R),

where K(R) denotes the Quillen K-theory of a ring R (more precisely its (-1)-
connective version), cf [DGM04, Chapter III].

Finally we recall the linearization map. This is for any space X with the Kan
loop group ΩX the map of S-algebras l : S[ΩX ] → HZ[π1X ] given by sending a loop
in ΩX to its equivalence class in π1X . This map induces the map l : Afd(X) →
K(Z[π1X ]) which we also call the linearization map.

2.2. Nil-terms. We closely follow [HKV+01]. For the definition of the nil-terms
we need to recall the definition of the mapping telescope from [HKV+01, page
27]. The symbols N+, N− or Z will always denote monoids with the addition and
with the generators t, t−1, or t. For an object Y+ ∈ Cfd(M × N+) the object
Y+(t

−1) ∈ Cfd(M × Z) is defined to be the categorical colimit of the sequence

· · ·
t

// Y+
t

// Y+
t

// · · · .

Explicitly it is the quotient space of Y+ ×Z in which a pair (y, n) is identified with
the pair (t · y, n + 1). The action of tk for k ∈ Z on a pair (y, n) yields the pair
(y, n− k). This assignment defines an exact functor [HKV+01, page 26].
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Similarly, for Y− ∈ Cfd(M × N−), we have the mapping telescope Y−(t) ∈
Cfd(M × Z) given by the colimit of the sequence

· · ·
t−1

// Y−
t−1

// Y−
t−1

// · · · .

As above we use the quotient of Y− × Z in which a pair (y, n) is identified with
the pair (t−1 · y, n+ 1). The action of tk for k ∈ Z on a pair (y, n) yields the pair
(y, n− k).

Recall from [HKV+01, page 36] that Dfd(M × L) is defined to be the category
whose objects are diagrams

Y−
// Y Y+

oo

with Y− ∈ Cfd(M ×N−), Y ∈ Cfd(M × Z) and Y+ ∈ Cfd(M ×N+), and where the
maps Y− → Y and Y+ → Y are assumed to be cofibrations. We take the liberty of
specifying an object as a diagram or as a triple (Y−, Y, Y+).

A morphism (Y−, Y, Y+) → (Z−, Z, Z+) of Dfd(M ×Z) is a morphism Y− → Z−,
a morphism Y → Z and a morphism Y+ → Z+ so that the evident diagram
commutes. A cofibration in Dfd(M ×Z) is a morphism such that each of the maps
Y− → Z−, Y+ → Z+ and Y → Z is a cofibration and the induced maps

Y ∪Y−(t) Z−(t) → Z

Y ∪Y+(t−1) Z+(t
−1) → Z

are cofibrations.
Further Dfd(M × N±) ⊂ Dfd(M × Z) is defined to be the full subcategory con-

sisting of objects with the additional property that the induced map

Y∓(t) → Y

is a weak equivalence.
For L = N+, N− or Z recall from [HKV+01, page 48] an augmentation functor

ǫ : Dfd(M × L) → Cfd(M)

(Y−, Y, Y+) 7→ Y/Z.

The homotopy fiber of the induced map

ǫ : |hS•Dfd(M × L)| → |hS•Cfd(M)|

is denoted by |hS•Dfd(M × L)|ǫ. The canonical map

|hS•Dfd(M × L)|ǫ → |hS•Dfd(M × L)|

admits a left homotopy inverse [HKV+01, page 48] and there is a homotopy equiv-
alence

|hS•Dfd(M × L)| ≃ |hS•Dfd(M × L)|ǫ × |hS•Cfd(M)|.

We have

Definition 2.6. [HKV+01, page 51]

NAfd
+ (∗,M) : = Ω|hS•Dfd(M × N+)|

ǫ

NAfd
– (∗,M) : = Ω|hS•Dfd(M × N−)|

ǫ.

Similarly as in the linear case the nil-terms can be identified with a subgroup of
the K-theory of a certain nil-category. Here we follow [KW95]. As before let M be
the geometric realization of a simplicial monoid M•. The nil-category NILfd(∗,M)
has as its objects pairs (Y, f) where Y is an object in Cfd(M) and f is an M -map
from Y to Y which is homotopically nilpotent, i.e. there exist a non negative integer
k such that f◦k is equivariantly null homotopic. A morphism (Y, f) → (Y ′, f ′) is a
map e : Y → Y ′ in Cfd(M) such that f ′ ◦ e = e ◦ f . A cofibration in NILfd(∗,M) is
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a morphism whose underlying map in Cfd(M) is a cofibration. A weak homotopy
equivalence is a morphism whose underlying map in Cfd(M) is a weak equivalence.
This gives NILfd(∗,M) the structure of a Waldhausen category [KW95, Lemma
1.2] and therefore it has a K-theory K(NILfd(∗,M)). The forgetful functor

NILfd(∗,M) → Cfd(M)

(Y, f) 7→ Y

induces a map in K-theory whose homotopy fiber is denoted Nilfd(∗,M). The main
theorem of [KW95] says

Theorem 2.7 ([KW95]). There are natural homotopy equivalences

δ± : Nilfd(∗,M)
≃

// ΩNAfd
±(∗,M).

Remark 2.8. Another possibility is to define the nil-terms in the language of S-
algebras as the fibers of the map in K-theory induced by the augmentation map of
S-algebras S[M ×L] → S[M ] where L = N+ or N−. We will not use this definition
in this paper, so we omit the details.

3. Frobenius and Verschiebung Operations

In this section we define for a natural number n ∈ N× the operations Frobenius
Fn and Verschiebung Vn in the algebraic K-theory of spaces using all three defini-
tions from the previous section. We also show that they restrict to operations on
the nil-terms.

Throughout the symbol L will denote either N+, N− or Z as an additive monoid
with the generator t, t−1 or t. For n ∈ N× we will use the monoid homomorphism

ϕn : L → L

l 7→ n · l.

Informally, in all three cases, the Verschiebung operation Vn will be induced by ϕn

and the Frobenius operation Fn will be the corresponding transfer.

3.1. Operations on Afd(∗,M × L). The definition is on the categorical level and
goes in three steeps. First we define the operations on Cfd(M×L), then on Dfd(M×
L) and then we show that the operations restrict to the nil-terms.

Definition 3.1 (Verschiebung). Define an exact functor

Vn : Cfd(M × L) → Cfd(M × L),

Y 7→ Y ⊗ϕn
L,

where Y ⊗ϕn
L = Y × L/ ∼ such that (∗, k) ∼ (∗, l) and (y, ϕn(k) + l) ∼ (tk · y, l)

for all k, l. The L-action on Y ⊗ϕn
L is given by (tk, (y, l)) 7→ (y, k + l). The

induced endomorphisms of Afd(∗,M × L) are also denoted by Vn and are called
the Verschiebung operations.

Definition 3.2 (Frobenius). Define an exact functor

Fn : Cfd(M × L) → Cfd(M × L)

Y 7→ Yϕn

where Yϕn
is the same space Y but with the L-action precomposed with ϕn, i.e.

(tk, y) 7→ tϕn(k) · y = tnk · y. The induced endomorphisms of Afd(∗,M ×L) are also
denoted by Fn and are called the Frobenius operations.

To obtain the operations on the nil-terms we need to pass to the operations on
Dfd(M × L).
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Definition 3.3 (Verschiebung on Dfd(M × L)). Define an exact functor

Vn : Dfd(M × L) → Dfd(M × L)

(Y−, Y, Y+) 7→ (Y− ⊗ϕn
N−, Y ⊗ϕn

Z, Y+ ⊗ϕn
N).

Definition 3.4 (Frobenius on Dfd(M × L)). Define an exact functor

Fn : Dfd(M × L) → Dfd(M × L)

(Y−, Y, Y+) 7→ (Y−ϕn
, Yϕn

, Y+ϕn
).

Recall the following [HKV+01, Lemma 4.5]

Lemma 3.5. The forgetful functors

Dfd(M × N+) → Cfd(M × N+)

Dfd(M × N−) → Cfd(M × N−)

induce homotopy equivalences |hS•Dfd(M × N±)| → |hS•Cfd(M × N±)|.

It is obvious that the map of Lemma 3.5 identifies the operations defined on
Dfd(M × L) with the operations given on Cfd(M × L).

Proposition 3.6. The Frobenius and Verschiebung operations restrict to operations
on NAfd

+ (∗,M) and NAfd
– (∗,M).

Proof. We start with the Verschiebung operations. Recall that the augmentation
map ǫ : Ω|hS•Dfd(M×N+)| → Ω|hS•Cfd(M)| is induced by the functor which maps
an object (Y−, Y, Y+) to Y/Z. This implies that the following diagram commutes:

Ω|hS•Dfd(M × N+)|
Vn

//

ǫ

��

Ω|hS•Dfd(M × N+)|

ǫ

��

Ω|hS•Cfd(M)|
id

// Ω|hS•Cfd(M)|.

Since NAfd
+ (∗,M) is the homotopy fiber of ǫ we obtain that the Verschiebung op-

eration restricts to an operation on NAfd
+ (∗,M).

We continue with the Frobenius operations. Define an exact functor I : Cfd(M) →
Dfd(M × N+) by mapping Y to (Y ⊗ N−, Y ⊗ Z, Y ⊗ N+) where Y ⊗ L is defined
to be Y × L/ ∼ where (∗, k) ∼ (∗, l) for the base point ∗ and all k, l. Let ι denote
the map induced by I and notice that ǫ ◦ ι = id. This implies that NAfd

+ (∗,M) is
the homotopy cofiber of ι. We also define a functor ∨n : Cfd(M) → Cfd(M) which
maps Y to ∨nY . The Frobenius operation restricts to an operation on NAfd

+ (∗,M)
since the following diagram commutes:

Ω|hS•Dfd(M × N+)|
Fn

// Ω|hS•Dfd(M × N+)|

Ω|hS•Cfd(M)|

ι

OO

∨n

// Ω|hS•Cfd(M)|.

ι

OO

The proof that the operations restrict also to NAfd
– (∗,M) is analogous. �

3.2. Operations on the NIL-Category. In this section we define Verschiebung
and Frobenius on the nil-category. This definition has the advantage that it is in
general easier to prove identities satisfied by the operations in this setting.
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Definition 3.7 (Verschiebung). Define an exact functor

V′
n : NILfd(∗,M) → NILfd(∗,M)

(Y, f) 7→ (∨nY,




0 f

id
. . .

. . . 0
id 0



),

where the matrix describes the map which sends the n-tuple (y0, . . . , yn−1) to
(f(yn−1), y0, . . . , yn−2). The induced endomorphisms of K(NILfd(∗,M)) and on
Nilfd(∗,M) are also denoted by V′

n.

Definition 3.8 (Frobenius). Define an exact functor

F′
n : NILfd(∗,M) → NILfd(∗,M)

(Y, f) 7→ (Y, f◦n).

The induced endomorphisms ofK(NILfd(∗,M)) and on Nilfd(∗,M) are also denoted
by F′

n.

3.3. Operations on K(S[M ×L]). The definition of the Verschiebung operations
on the S-algebra definition of the algebraic K-theory of spaces is needed for the
identification of the Z[N×]-module structure on the homotopy groups of the nil-
terms in section 6. The definition of the Frobenius operations in this setup is not
used in the rest of the paper, but we include it for completeness.

Recall that we have the monoid S-algebra

S[M × L] : k+ 7→ (M × L)+ ∧ k+ = M+ ∧ L+ ∧ k+,

with the multiplication map defined via the monoid operation on M × L.

Definition 3.9 (Verschiebung). Define an S-algebra map

V
′′

n : S[M × L] → S[M × L],

(m, l, i) 7→ (m,ϕn(l), i),

where m ∈ M , l ∈ L and i ∈ k+. The induced map on K(S[M ×L]) is also denoted

by V
′′

n and is called the Verschiebung operation.

The Frobenius operation is the corresponding transfer. Informally, the map ϕn

makes the S-algebra S[M ×L] into a free S[M ×L]-module on n generators. Using
this any m×m matrix over S[M×L] defines also an mn×mn matrix over S[M×L].
This assignment induces the Frobenius operation. Recall that an A-module B is a
Γ-space with an action map α : A ∧B → B satisfying certain relations, cf [DGM04,
1.5.1]. Since the role of the monoid M in the sequel is not very interesting we omit
it from the notation and just talk about the S-algebra S[L].

We denote by S[L]ϕn
the S[L] with the new S[L]-module structure given by ϕn,

i.e. with the action map

S[L] ∧ S[L]ϕn
→ S[L]ϕn

L+ ∧ k+ ∧ L+ ∧ l+ → L+ ∧ kl+

(z, i, u, j) 7→ (zn+ u, ij).

With this S[L]-module structure we have an isomorphism of S[L]-modules

n+ ∧ S[L] → S[L]ϕn

n+ ∧ L+ ∧ k+ → L+ ∧ k+

(j, z, i) → (j + zn, i),
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where we call n+ ∧ S[L] a free S[L]-module on n generators.
Let A be an S-algebra and let B, C be A-modules. There is a Γ-space of A-

module maps from B to C defined as in [DGM04, Definition 1.5.4]. Its k-th space
can be thought of as the space of natural transformations

λ ∈ ΓS∗(B,C)(k+) = NatΓS∗
(B(−),C(k+ ∧ −)).

such that the following diagram commutes

A ∧ B(−) //

id∧λ

��

B(−)

λ

��

A ∧ C(k+ ∧−) // C(k+ ∧ −).

In analogy with linear algebra there is an isomorphism A ∼= MapS(S,A) of S-
algebras, since an S-algebra map S → A is determined by what it does on S(1+) =
1+. It follows that there are S-algebra isomorphisms

Mm(A) ∼= MapS(m+ ∧ S,m+ ∧ A) ∼= MapA(m+ ∧ A,m+ ∧ A).

The second isomorphism is given using the isomorphism S∧A → A and the multi-
plication A ∧A → A as the composition

MapS(m+∧S,m+∧A) → MapA(m+∧S∧A,m+∧A∧A) → MapA(m+∧A,m+∧A).

A natural transformation S[L](−) → S[L](k+ ∧ −) which represents a point in
MapS[L](S[L], S[L])(k+) is determined by what it does on − = 1+ where it is of the
form

z 7→ (z + a, i)

for some a ∈ L and i ∈ k+. It follows that it also represents a point in the space
MapS[L](S[L]ϕn

, S[L]ϕn
)(k+). More generally we have an S-algebra map

ϕ∗
n : MapS[L](m+ ∧ S[L],m+ ∧ S[L]) → MapS[L](m+ ∧ S[L]ϕn

,m+ ∧ S[L]ϕn
).

Further we obtain an S-algebra map

ϕ∗
n : Mm(S[L]) → MapS[L](m+ ∧ S[L],m+ ∧ S[L])

ϕ∗
n−−→

→ MapS[L](m+ ∧ S[L]ϕn
,m+ ∧ S[L]ϕn

) →

→ MapS[L](mn+ ∧ S[L],mn+ ∧ S[L]) → Mmn(S[L]).

This induces the maps of simplicial monoids M̂m(S[L]) → M̂mn(S[L]) and

(3.1) ϕ∗
n : ĜLm(S[L]) → ĜLmn(S[L]).

Definition 3.10 (Frobenius). The map induced by the maps ϕ∗
n from (3.1) is

denoted F
′′

n : K(S[L]) → K(S[L]) and called the Frobenius operation.

The formula for the map ϕ∗
n : Mm(S[L]) → Mmn(S[L]) in case m = 1 is

(a) 7−→




b
. . .

b
b

. . .

b




where a = bn + c, 0 ≤ c < n and the first non-zero entry in the first column is in
the row c+ 1. For m > 1 replace any non-zero entry a by the matrix as above.
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Remark 3.11. In view of the definition of K(A) we have defined the operations

V
′′

n , F
′′

n only on the base point component. The extension to the whole K(A) can
be done by artificially on K0(Z[π0A]).

4. Identifying Verschiebung and Frobenius

In the previous section we defined the Frobenius and Verschiebung operations
using various definitions of the nil-terms. In this section we prove that these defi-
nitions in fact coincide. Recall from Theorem 2.7 that for a topological monoid M
there are natural homotopy equivalences δ± : Nilfd(∗,M) → ΩNAfd

± (∗,M).

Theorem 4.1. The following diagrams commute up to a preferred homotopy

Nilfd(∗,M)
V ′
n

//

δ±

��

Nilfd(∗,M)

δ±

��

ΩNAfd
±(∗,M)

Vn

// ΩNAfd
± (∗,M)

Nilfd(∗,M)
F ′

n
//

δ±

��

Nilfd(∗,M)

δ±

��

ΩNAfd
± (∗,M)

Fn

// ΩNAfd
± (∗,M),

for all n ∈ N×.

For the proof we need the notion of the projective line category [KW95, page 4].

Definition 4.2 (Projective line category). The projective line category Pfd(M)
is given by the full subcategory of Dfd(M × Z) whose objects (Y−, Y, Y+) satisfy
the additional property that the induced maps Y−(t) → Y and Y+(t) → Y are
weak homotopy equivalences. A cofibration in Pfd(M) is a morphism which is
a cofibration in Dfd(M × Z). A weak homotopy equivalence from (Y−, Y, Y+) to
(X−, X,X+) is a morphism in which Y− → X−, Y → X and Y+ → X+ are weak

homotopy equivalences of spaces. Let P
hN+

fd (M) be the full Waldhausen subcategory
of Pfd(M) with objects (Y−, Y, Y+) such that Y+ is acyclic.

Note that the operations of section 3.1 restrict to P
hN+

fd (M). Further we need a
pair of exact functors from [KW95] which relate the projective line category to the
nil-category. There is an exact functor

Φ: NILfd(∗,M) → P
hN+

fd (M)

(Y, f) 7→ (Yf , Yf (t), ∗)

where Yf is the homotopy coequalizer of the pair of maps

Y ⊗ N−

f
//

t−1

// Y ⊗ N− .

where t−1 is the map (y, r) 7→ (y, r − 1). An explicit model for the homotopy
coequalizer of two maps α, β : U → V is the quotient of V

∐
(U × [0, 1]) by (u, 0) ∼

α(u), (u, 1) ∼ β(u) and ∗×[0, 1] ∼ the base point of V . Note that if f is a cofibration
then Yf is homotopy equivalent to Y with the N−-action given by (tk, y) 7→ f◦k(y).

There is also an exact functor

Ψ: P
hN+

fd (M) → NILfd(∗,M)

(Y−, Y, Y+) 7→ (Y−, t
−1).
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Lemma 4.3. The following diagrams commute up to a preferred homotopy

Ω|hS• NILfd(∗,M)|
V

′
n

//

Φ

��

Ω|hS• NILfd(∗,M)|

Φ

��

Ω|hS•P
hN+

fd (M)|
Vn

// Ω|hS•P
hN+

fd (M)|

Ω|hS• NILfd(∗,M)|
F

′
n

//

Φ

��

Ω|hS• NILfd(∗,M)|

Φ

��

Ω|hS•P
hN+

fd (M)|
Fn

// Ω|hS•P
hN+

fd (M)|.

for all n ∈ N×.

Proof. We will first reduce to the case where f is a cofibration. Consider the functor
Ψ ◦ Φ: NILfd(∗,M) → NILfd(∗,M) which maps (Y, f) to (Yf , t). By construction
we have that t is a cofibration. Since Ψ◦Φ induces a homotopy equivalence [KW95,
Lemma 3.5] we can precompose our diagrams with Ψ◦Φ and therefore assume that
all objects in NILfd(∗,M) are of the form (Y, f) where f is a cofibration. Thus we
can use for Yf the space Y with the N−-action given via f .

To prove the lemma we need to define a preferred natural homotopy between
Vn ◦ Φ and Φ ◦Vn and between Fn ◦ Φ and Φ ◦ Fn.

We start with the Verschiebung operations. We have

Vn ◦ Φ
(
(Y, f)

)
= (Y ⊗ϕn

N−, Y (t)⊗ϕn
Z, ∗)

where t−1 acts on Y via f and

Φ ◦Vn

(
(Y, f)

)
= ((∨nY ), (∨nY )(t), ∗)

where t−1 acts on (∨nY ) via



0 f

id
. . .

. . . 0
id 0




.

Points in Y (t) ⊗ϕn
Z are triples (y, z, i) where y ∈ Y , 0 ≤ i ≤ n − 1 and z ∈ Z

modulo the equivalence relation

(y, z, i) ∼ (f(y), z + 1, i)

(∗, z, i) ∼ (∗, z′, i′).

The Z-action is given by t · (y, z, i) 7→ (y, z, i+1) for i ≤ n− 2 and t · (y, z, n− 1) 7→
(y, z − 1, 1).

Points in (∨nY )(t) are triples (y, i, z) where y ∈ Y , 0 ≤ i ≤ n − 1 and z ∈ Z

modulo the equivalence relation

(y, i, z) ∼ (y, i+ 1, z + 1) for i 6= n− 1

(y, n− 1, z) ∼ (f(y), 0, z + 1)

(∗, i, z) ∼ (∗, i′, z′).

The Z-action is given by t · (y, i, z) 7→ (y, i, z − 1).
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The map

Y (t)⊗ϕn
Z → (∨nY )(t)

(y, z, i) 7→ (y, 0, z · n+ i)

and a similar map Y ⊗ϕn
N− → (∨nY ) induce a natural equivalence of the functors

and hence a preferred homotopy between Vn ◦ Φ and Φ ◦Vn.
Now the Frobenius operations. We have

Fn ◦ Φ
(
(Y, f)

)
= (Yϕn

, Y (t)ϕn
, ∗)

where t−1 acts on Y via f and

Φ ◦ Fn

(
(Y, f)

)
= (Y, Y (t), ∗)

where now t−1 acts on Y via f◦n. But this is just the space Yϕn
, so we can

choose the identity on the first coordinate. It remains to find a preferred natural
isomorphism Yϕn

(t) → Y (t)ϕn
.

Points in Y (t)ϕn
are pairs (y, z) where y ∈ Y and z ∈ Z modulo the equivalence

relation

(y, z) ∼ (f(y), z − 1).

The Z-action is given by t · (y, z) 7→ (y, z + n).
Points in Yϕn

(t) are pairs (y, z) where y ∈ Y and z ∈ Z modulo the equivalence
relation

(y, z) ∼ (f◦n(y), z − 1).

The Z-action is given by t · (y, z) 7→ (y, z + 1).
The map

Yϕn
(t) → Y (t)ϕn

(y, z) 7→ (y, n · z)

induces a preferred natural equivalence of functors and hence a preferred natural
homotopy between Fn ◦ Φ and Φ ◦ Fn. �

Proof of Theorem 4.1. Let us briefly recall how are the terms NAfd
+ and Nilfd iden-

tified in [KW95] (analogous proof works for NAfd
– ). First it is proven that the

inclusion functors induce a homotopy fibration sequence [KW95, Proposition 2.2]:

Ω|hS•P
hN+

fd (M)| → Ω|hS•Pfd(M)| → Ω|hS•Dfd(M × N+)|.

Recall that NAfd
+ is defined to be the homotopy fiber of the augmentation map

ǫ : Ω|hS•Dfd(M × N+)| → Ω|hS•Cfd(M)|.

We define Ω|hS•Pfd(M)|ǫ to be the homotopy fiber of the augmentation map

ǫ : Ω|hS•Pfd(M)| → Ω|hS•Cfd(M)|

which is induced by the functor which maps (Y−, Y, Y+) to Y/Z. Since

Ω|hS• NILfd(∗,M)| ≃ Ω|hS•P
hN+

fd (M)|
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we obtain the following diagram where the vertical and horizontal sequences of
maps are homotopy fibration sequences

Ω|hS•Pfd(M)|ǫ //_____

��

NAfd
+ (∗,M)

��

Ω|hS• NILfd(M, ∗)| //

55
l

l

l

l

l

l

l

Ω|hS•Pfd(M)| //

��

Ω|hS•Dfd(M × N+)|

��

Ω|hS•Cfd(M)| // Ω|hS•Cfd(M)|.

This implies that we obtain the dashed homotopy fibration sequence. The map

Ω|hS•Pfd(M)|ǫ → NAfd
+ (∗,M)

is null homotopic and there is a homotopy equivalence

Ω|hS•Pfd(M)|ǫ ≃ Ω|hS•Cfd(M)|.

All these constructions are natural in M and hence we obtain a natural homotopy

equivalence δ+ : Nilfd(∗,M)
≃
−→ ΩNAfd

+ (∗,M).
Define the Verschiebung operations on Ω|hS•Cfd(M)| to be the identity and

define the Frobenius operation on Ω|hS•Cfd(M)| to be the map which is induced
by the functor ∨n defined in the proof of Proposition 3.6.

We prove the result only for the Verschiebung operations. The proof for the
Frobenius operation is analogous with ǫ replaced by ι. We have the following
diagram

Ω|hS•Pfd(M)|ǫ

��

NAfd
+ (∗,M)

��

Ω|hS•Pfd(M)|ǫ

Vn
55

k
k

k
k

k
k

k

��

NAfd
+
(∗,M)

��

Vn
44

h
h

h
h

h
h

h

Ω|hS• NILfd(∗;M)| // Ω|hS•Pfd(M)| //

��

Ω|hS•Dfd(M × N+)|

��

Ω|hS• NILfd(∗;M)| //

V ′
n 33

h
h

h
hh

h
h

Ω|hS•Pfd(M)|

Vn 55
j

j
j

j
j

j

//

��

Ω|hS•Dfd(M × N+)|

Vn 33
g

g
g

g
g

g
g

��

Ω|hS•Cfd(M)| // Ω|hS•Cfd(M)|

Ω|hS•Cfd(M)|

Vn 55
j

j
j

j
j

j

// Ω|hS•Cfd(M)|

Vn 33
g

g
g

g
g

g
g

.

The vertices in the top layer of the diagram are defined as homotopy fibers of
the corresponding vertical maps. The horizontal sequences are homotopy fibration
sequences. After using the trick of precomposing with Ψ ◦ Φ (as in Lemma 4.3)
we obtain by the proof of Proposition 3.6 that the diagram is strictly commutative
except at the left horizontal square where it is commutative only up to a preferred
homotopy by Lemma 4.3. This diagram can be replaced by a (preferred) homo-
topy equivalent diagram which is strictly commutative. Adding the dashed arrows
explained above we obtain a self-map of the dashed homotopy fibration sequence
(consisting of three maps so that the corresponding squares strictly commute). The
statement of theorem then follows since the natural homotopy equivalence δ+ is ob-
tained from the “connecting” map of the dashed homotopy fibration sequence. �

If M is a topological monoid, there exists a natural homotopy equivalence

ε : Afd(∗,M)
≃
−→ K(S[M ]). This was mentioned in Remark 2.5 when M = ΩX

and for general M the construction of ε is sketched in the proof of the following
theorem.
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Theorem 4.4. Let L = N+, N− or Z. Then the following diagrams commute up
to a preferred homotopy

Afd(∗,M × L)
Vn

//

ε

��

Afd(∗,M × L)

ε

��

K(S[M × L])
V ′′
n

// K(S[M × L])

Afd(∗,M × L)
Fn

//

ε

��

Afd(∗,M × L)

ε

��

K(S[M × L])
F ′′

n

// K(S[M × L])

for all n ∈ N×.

Proof. Recall briefly the definition of ε : Afd(∗,M × L) → K(S[M × L]) using the
notation of [Wal85] and [DGM04]. There Afd(∗,M × L) is defined by the S•-
construction on the category Rfd(∗,M ×L), of all finitely-dominated objects which
has the structure of a Waldhausen category in a similar way as Cfd(∗,M). The
required identification goes via a sequence of the following weak equivalences natural
in M × L [Wal85, page 385-389], [DGM04, page 113]:

Ω|hS•Rfd(∗,M × L)| ≃ Ω| colimn hN•R
n
fd(∗,M × L)|

≃ K0(Z[π0A])× colimn,k |hR
n
k (∗,M × L)|+

≃ K0(Z[π0A])× colimn,k BHn
k (M × L)+

≃ K0(Z[π0A])× colimk BĜLk(S[M × L])+

The first line is Proposition 2.2.2 in [Wal85] (slightly modified, see also Remark on
page 389), the second line is Segal’s group completion theorem [Seg74], the third
line is Proposition 2.2.5 in [Wal85] and the last line is explained in [DGM04, page
113].

Now the identification of the Verschiebung operations follows from naturality of
the above weak equivalences and the fact that in both cases the Verschiebung is
induced by the monoid morphism ϕn : M × L → M × L.

The identification of the Frobenius operations is a tedious verification. Informally
one defines the Frobenius operations in all the lines of the above identification, on
the first two lines they are defined similarly as on Cfd(∗,M × L) and on the third

line they are defined similarly as on ĜLk(S[M × L])+. The details are left for the
reader. �

5. Identities

In this section we prove certain useful identities satisfied by the Frobenius and
Verschiebung operations. As a consequence we obtain Corollary 1.1 about the non-
finiteness generation of the nil-terms. Further recall that the nil-terms are infinite
loop spaces, so we can think of them as of spectra and hence as of S-modules. Using
this and some of the identities proven here we obtain Corollaries 5.2, 5.3 about the
structure of an S[N×]-module and an S[N×∗N×]-module on the nil-terms and hence
a structure of a Z[N×]-module and a Z[N× ∗ N×]-module on the homotopy groups
of the nil-terms. Here N× = {1, 2, . . .} is considered as a multiplicative monoid and
N× ∗ N× denotes the free product of monoids.
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Proposition 5.1. For i ≥ 0 and m,n ∈ N× the following identities hold on
NAfd

+ (∗,M):

F1 = V1 = 1

VnVm = Vn·m

FnFm = Fn·m

FnVn(x) ≃ n · x

FnVm ≃ VmFn if m,n are coprime.

Proof. The first identity is obvious, the proof of the next two follows from the for-
mula ϕmn = ϕn ◦ϕm. For the fourth identity let (Y, f) be an object in NILfd(∗;M).
Then matrix manipulation yields

FnVn

(
(Y, f)

)
= Fn

(
(∨nY,

0

B

B

B

B

@

0 f

id
. . .

. . . 0
id 0

1

C

C

C

C

A

)

∼=
(
∨n Y,

0

B

B

@

f
f

. . .
f

1

C

C

A

)
∼= ∨n(Y, f),

where the ∼=-signs mean that the corresponding functors are isomorphic. The
resulting map induces multiplication by n on NILfd(∗;M) and therefore also on
NAfd

+ (∗,M).
For the last identity we will show that there is a cofibration sequence of functors

(5.1) VmFnΨ ◦ Φ
Ξ

// FnVmΨ ◦ Φ // G ,

where Φ,Ψ are the functors from section 4 and G is functor which induces the
trivial map on Nilfd(∗,M). The fact that Ψ ◦ Φ ≃ id and Waldhausen additivity
theorem [Wal85, Proposition 1.3.2(4)] now imply the identity. Recall that the
effect of Ψ ◦ Φ on an object (Y, f) in NILfd(∗,M) is that it turns the map f to a
cofibration, so we may assume that f is a cofibration. To obtain the cofibration
sequence (5.1) note that both values VmFn(Y, f) and FnVm(Y, f) are of the shape
(∨mY, ?) = (Y1 ∨ . . . ∨ Ym, ?), where the maps ? permute all Yi. More precisely,
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since m and n are coprime the maps ? are of the following shape:

VmFn FnVm

Y1

id

��

Yσ(1)

f
l
σ(1)

��

Y2

id

��

Yσ(2)

f
l
σ(2)

��

Y3

id
��

Yσ(3)

f
l
σ(3)

��

...

id

��

...

f
l
σ(m−1)

��

Ym

fn

BB

Yσ(m)

f
l
σ(m)

\\

where σ is a permutation on m letters and
∑

i lσ(i) = n. Define the natural trans-
formation:

VmFn
Ξ

// FnVm

Y1

id

��

id
// Yσ(1)

f lσ(1)

��

Y2

id

��

f
l
σ(1)

// Yσ(2)

f
l
σ(2)

��

Y3

id
��

f
l
σ(1)+l

σ(2)

// Yσ(3)

f
l
σ(3)

��

...

id

��

...

f
l
σ(m−1)

��

Ym

fn

BB

f
n−l

σ(m)

// Yσ(m)

f
l
σ(m)

\\

and the functor G as a cofiber of Ξ. An inspection shows that the morphism of
G(Y, f) is a strictly lower triangular matrix and therefore is trivial in Nilfd(∗,M).

�

Corollary 5.2. The Verschiebung operations Vn for n ∈ N× define a structure
of an S[N×]-module on NAfd

± (∗,M) and hence a structure of a Z[N×]-module on

πi NA
fd
± (∗,M).

The statement follows from the identity VnVm = Vn·m of Proposition 5.1.

Corollary 5.3. The Frobenius and Verschiebung operations Fn, Vn for n ∈ N×

define a structure of an S[N× ∗ N×]-module on NAfd
±(∗,M) and hence a structure

of a Z[N× ∗N×]-module on πi NA
fd
± (∗,M).
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The statement follows from the identities FnFm = Fn·m, VnVm = Vn·m of
Proposition 5.1.

Now we are ready for the proof of Theorem 1.1.

Proof of Theorem 1.1. Since Fm and Vm satisfy the relation stated in Theorem 5.1
and Fm(x) = 0 for m bigger than a certain number M , we can apply a trick which
is due to Farrell [Far77].

For n ∈ N let hSn
• NIL(∗;M) be the full subcategory of hS• NILfd(∗;M) consist-

ing of objects of nilpotency degree smaller or equal to n. We have

Ki

(
NILfd(∗;M)

)
= πiΩ|hS• NILfd(∗;M)|

= colimn πiΩ|hS
n
• NILfd(∗;M)|

and

Ki

(
Cfd(M)

)
= πiΩ|hS

0
• NILfd(∗;M)|.

Assume now that πi NA
fd
+ (∗,M) is a finitely generated abelian group. Thus

we can find an N such that the generators of Ki

(
NILfd(∗;M)

)
are contained

in πiΩ|hSN
• NILfd(∗;M)|. This implies that there is an ℓ such that Fm is the

trivial map for m ≥ ℓ. Let T be the torsion subgroup of πi NA
fd
+ (∗,M). Since

πi NA
fd
+ (∗,M) is finitely generated we have that |T | is finite. Choose t ∈ N such

that t·|T |+1 ≥ ℓ. By Theorem 5.1 we get that Ft·|T |+1Vt·|T |+1 is a monomorphism.

On the other hand, since t · |T |+1 ≥ ℓ, the group πi NA
fd
+ (∗,M) is in the kernel of

Ft·|T |+1. Thus πi NA
fd
+ (∗,M) is the trivial group.

The proof for p-primary subgroups is identical. �

6. A calculation via Trace Invariants

This section contains the proof of Theorem 1.2. It is a calculation of the homo-
topy type of the p-completion of the spaces NAfd

± (∗) and their homotopy groups
as Zp[N×]-modules, where p is an odd prime and Zp denotes p-adic integers, in a
certain range. We follow a general scheme of Madsen [Mad94, section 4.5] to study
the linearization map Afd(S1) → K(Z[Z]). The idea of the calculation is based
on a calculation of the linearization map A(∗) → K(Z) by Bökstedt and Madsen
[BM94], who in turn claim the original idea to come from Goodwillie.

Throughout we fix an odd prime p and we denote the p-completion of a space or
of a spectrum by ∧

p . For details on p-completion of spectra see [DGM04, Appendix
A.1.11]. We note that connective spectra are p-good (the p-completion map induces

an isomorphism on H̃∗(−;Fp)) and the p-completion commutes with fibration and
cofibration sequences of spectra. The homotopy groups of a p-completion of a
spectrum become Zp-modules and the Verschiebung operations induce a structure
of a Zp[N]-module on π∗ NA

fd
± (X)∧p .

The scheme for calculating the homotopy type of NAfd
+ (∗) as suggested by Mad-

sen at the end of [Mad94, section 4.5] is as follows. The product NAfd
+ (∗)×NAfd

– (∗)
is the homotopy cofiber of the assembly map S1

+ ∧ A(∗) → A(S1). The product

NK+(Z) × NK−(Z) is the homotopy cofiber of the assembly map S1
+ ∧ K(Z) →

K(Z[Z]) and is known to be contractible. For a space X , denote by FK(X) the
homotopy fiber of the linearization map l : A(X) → K(Z[π1X ]) and recall that the
two assembly maps are compatible with l and so we obtain a homotopy fibration
sequence

(6.1) S1
+ ∧ FK(∗) → FK(S1) → NAfd

+ (∗)×NAfd
– (∗).

So it is enough to study FK(S1), factor out the image of the assembly map and
identify the two summands. This is the approach we take, we describe the space
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FK(S1)∧p in a certain range in Proposition 6.3. The proof of Theorem 1.2 assuming
6.3 is given at the end of this section as well as the proofs of its corollaries. In fact
our calculation applies more generally, so we determine the homotopy type of the
space FK(Bπ)∧p for a discrete group π in a certain range.

Proposition 6.1. Let p be an odd prime and let π be a discrete group. Then there
is a (4p− 7)-connected map

( ∨

[g]∈[π]

Σ2p−2
HFp ∧ (Bπ+)

)∧

p
−→ FK(BZπ(g))

∧
p ,

where [π] denotes the set of conjugacy classes of elements of π and Zπ(g) is the
centralizer of an element g ∈ π .

Corollary 6.2. Let p be an odd prime and let π be a discrete group such that the
assembly map Bπ+ ∧K(Z) → K(Zπ) is a homotopy equivalence. Then there is a
(4p− 7)-connected map

( ∨

[g]∈[π]r[1]

Σ2p−2
HFp ∧ (BZπ(g)+)

)∧

p
−→ Wh(Bπ)∧p

where Wh(Bπ) denotes the homotopy cofiber of the assembly map Bπ+ ∧ A(∗) →
A(Bπ).

If π = Z we obtain the result for FK(S1) and Wh(S1) = NAfd
+ (∗)×NAfd

– (∗), since
S1 = BZ. In this case we are also interested in the Frobenius and Verschiebung
operations. Recall that these were defined also on Afd(S1). They restrict to FK(S1)
and so we have a structure of a Zp[N×]-module and a Zp[N× ∗ N×]-module on the
p-completion of FK(S1). Below S1(n) denotes just a copy of S1 indexed by n ∈ Z.

Proposition 6.3. If p is an odd prime the following holds:

(1) There is a (4p− 7)-connected map
∨

n∈Z

Σ2p−2
HFp ∧ (S1(n)+) −→ FK(S1)∧p ,

hence

π2p−2FK(S1)∧p
∼= ⊕n∈ZFp{βn}

π2p−1FK(S1)∧p
∼= ⊕n∈ZFp{γn}

πiFK(S1)∧p
∼= 0 for i < 2p− 2 , 2p− 1 < i ≤ 4p− 7

where

βn ∈ π2p−2Σ
2p−2

HFp ∧ (S1(n)+) ∼= Fp

γn ∈ π2p−1Σ
2p−2

HFp ∧ (S1(n)+) ∼= Fp

represent a certain choice of generators of these Zp-modules.
(2) The Zp[N×]-module structure on π∗FK(S1)∧p is given by

(n, βm) 7→ βnm

(n, γm) 7→ n · γnm.

Corollary 6.4. The Zp[N×]-module π2p−2FK(S1)∧p is generated by the elements

β−1, β0, β1, and the Zp[N×]-module π2p−1FK(S1)∧p is not finitely generated.

Corollary 6.5. The Zp[N× ∗N×]-module π2p−1 NA
fd
± (∗,M)∧p is not finitely gener-

ated.
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A standard strategy when studying K(A) for an S-algebra A is to use invariants
of K-theory such as topological Hochschild homology THH(A) or topological cyclic
homology TC(A, p) for a prime p, which we think of as functors from S-algebras
to spectra. This approach is particularly convenient in the relative situation, and
general results can be found for example in [DGM04], [Mad94]. However, calcu-
lations for an arbitrary S-algebra A are still very hard. In the special case, when
A = S[ΩX ], there is a convenient relationship between K-theory, the above in-
variants and the free loop space of X (see Theorem 6.7 below). Hence, a possible
approach to our problem is to replace the linearization map by a map between
K-theory of the S-algebras of the form S[ΩX ], which in turn can be understood
via the free loop space. It turns out that this works if we restrict ourselves to a
certain dimension range. This is the already mentioned trick used by Bökstedt and
Madsen [BM94].

We prove the following proposition which replaces the space FK(Bπ)∧p for a
discrete group by another (more approachable) space. For a space X we denote
Q(X) := Ω∞Σ∞X and we let SG = Q(S0)1 be the identity component which is a
topological monoid with respect to the composition product.

Proposition 6.6. If π is a discrete group, p an odd prime, then there is a (4p−7)-
cartesian square

A(BSG×Bπ)∧p //

��

A(Bπ)∧p

��

A(Bπ)∧p // K(Z[π])∧p ,

where the left vertical arrow is induced by the projection map and the right vertical
arrow is the linearization map.

Hence in the range ∗ ≤ 4p−7 it is enough to study the homotopy fiber of the left
vertical map. The proof of Proposition 6.6 is given later. We first prove Proposition
6.1 assuming 6.6.

We denote ΛX = Map(S1, X), ev : ΛX → X is the evaluation map ev(λ) = λ(1).
For a map f : Y → X the symbol Λ(f : Y → X) denotes the pullback of the diagram

Y
f

// X ΛX.
ev

oo

Goodwillie constructs in [Goo90] a natural map A(X) → Σ∞
+ ΛX . Given a map

of spaces f : Y → X the composition A(Y ) → A(X) → Σ∞
+ ΛX factors through

Σ∞
+ Λ(f : Y → X). This factorization has the following property, see [Goo90, Corol-

lary 3.3].

Theorem 6.7 (Goodwillie). If f : Y → X is a k-connected map, then the square

A(Y ) //

��

Σ∞
+ Λ(f : Y → X)

��

A(X) // Σ∞
+ ΛX

is (2k − 1)-cartesian.

Proof of Proposition 6.1. By Theorem 6.6 we have a (4p− 7)-connected map

hofiber
(
A(BSG×Bπ) → A(Bπ)

)∧
p
→ FK(Bπ)∧p

whose source can be understood using Proposition 6.7. If f : Z × X → X is the
projection, then Λ(f : Z ×X → X) = Z × ΛX . If Z has a base point the vertical
maps in the diagram of Theorem 6.7 have sections and the homotopy fibers of these
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vertical maps are homotopy equivalent to the homotopy cofibers of the correspond-
ing sections. Thus, if Z is a k-connected space, we obtain a (2k − 1)-connected
map

(6.2) hofiber(A(Z ×X) → A(X)) → Σ∞Z ∧ (ΛX+).

(We have a homotopy cofibration sequence ∗ × ΛX → Z × ΛX → Z ∧ (ΛX+).)
For a discrete group π we have a decomposition

ΛBπ ≃
∐

[g]∈[π]

BZπ(g),

where [π] denotes the set of conjugacy classes of elements in π and Zπ(g) is the
centralizer of an element g ∈ π. Further, by [Tod58] we have a (4p− 6)-connected
map

BSG∧
p → Σ2p−2

HFp.

Plugging Z = BSG, X = Bπ in (6.2) and p-completing yields the statement of
Proposition 6.1. �

Now we prove Proposition 6.6. As already mentioned Bökstedt and Madsen in
[BM94, Proposition 9.11] show such a result for the functor TC(−, p) for an odd
prime p instead of K-theory, and with π the trivial group. This is our starting
point. We will not recall the definition of TC(−, p) here, since it is considerably
complicated. We need to know that for a prime p there is a functor from S-algebras
to spectra A 7→ TC(A, p) which comes with a natural transformation trc : K(A) →
TC(A, p), called the cyclotomic trace map which has certain properties. A theorem
of Dundas says that under certain assumptions relative K-theory equals relative
TC (Theorem 6.8 below). Further we need another property of TC which we also
only cite.

Theorem 6.8 (Dundas). If A → B is a map of S-algebras inducing an isomorphism
π0(A) → π0(B), then the following square

K(A)∧p //

��

K(B)∧p

��

TC(A, p)∧p // TC(B, p)∧p .

is homotopy cartesian.

For the proof see [Dun97], [Mad94].

Proposition 6.9. The functor A 7→ TC(A, p) has the following property. If

A

��

// B

��

C // D

is a k-cartesian square of connective S-algebras, then

TC(A, p)

��

// TC(B, p)

��

TC(C, p) // TC(D, p)

is a (k − 1)-cartesian square.

For the proof combine the statements [DGM04, Proposition 1.4.2] and [DGM04,
Proposition 2.2.7]. We also need the following result from homotopy theory.
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Lemma 6.10. There is a (4p− 6)-cartesian square of S-algebras

S[SG× π]∧p
θ

//

ε

��

S[π]∧p

l

��

S[π]∧p
l

// HZ[π]∧p .

(6.3)

Proof. The maps in the diagram are defined as follows. The map l is the lineariza-
tion map. The map ε is induced by the projection SG×π → π. To obtain the map
θ when π = 1 take the adjoint of the inclusion SG →֒ Q(S0), which is a map of the
form S[SG] → S. For π 6= 1 adjoin π to this map.

If π = 1 the diagram (6.3) is just the diagram from [BM94, Proposition 9.11].
But adjoining π is the same as taking the wedge of π-many copies of this diagram
for π = 1. So if the diagram for π = 1 is (4p− 6)-cartesian after p-completion then
also the diagram with adjoined π is (4p− 6)-cartesian after p-completion. �

Proof of Proposition 6.6. By Proposition 6.9 applying TC(−, p)∧p to the diagram
of Lemma 6.10 yields a (4p − 7)-cartesian square. Recalling SG ≃ ΩBSG and
denoting TC(X, p) = TC(S[ΩX ], p) we obtain a (4p− 7)-cartesian square

TC(BSG×Bπ, p)∧p //

��

TC(Bπ, p)∧p

��

TC(Bπ, p)∧p // TC(Z[π], p)∧p .

(6.4)

We have a similar square with K-theory instead of TC(−, p) which maps via the
cyclotomic trace map trc into the square (6.4). By Theorem 6.8 the sides of the cube
containing both K-theory and TC(−, p) are homotopy cartesian and hence also the
whole cube is homotopy cartesian. But then the side consisting of K-theories is as
cartesian as the opposite side which is the diagram (6.4). �

Proof of Proposition 6.3. 1. This follows immediately from Proposition 6.1 since
S1 = BZ and from the observation that the spectrum Σ2p−2

HFp∧(S
1(n)+) already

is p-complete. For part 2. we need some notation. Recall that we have a homotopy
equivalence

(6.5) ΛS1 ≃
∐

n∈Z

S1(n).

By dα1 ∈ π2p−2BSG = H2p−2(BSG), 1n ∈ H0(S
1(n)), sn ∈ H1(S

1(n) are denoted
the generators of the respective groups. Further we denote

βn = 1n · dα1 ∈ π2p−2(S
1(n)+ ∧BSG) ∼= H2p−2(S

1(n)+ ∧BSG)

γn = sn · dα1 ∈ π2p−1(S
1(n)+ ∧BSG) ∼= H2p−1(S

1(n)+ ∧BSG).

2. The Verschiebung operations give π∗FK(S1)∧p a structure of a Zp[N×]-module.
Recall that they are induced by maps of S-algebras ϕn : S[M×Z] → S[M×Z]. These
induce the Verschiebung operations also on Σ∞

+ ΛB(M×Z) ≃ Σ∞
+ ΛX×ΛS1, where

M = ΩX . Therefore the natural map

Afd(X × S1) ≃ K(S[M × Z]) → Σ∞
+ ΛB(M × Z) ≃ Σ∞

+ ΛX × ΛS1

is compatible with the Verschiebung operation. In more detail, the operation Vn

is induced by ϕn : Z → Z given by multiplication by n. This induces an n-fold
cover map on S1 (which is the target S1 in ΛS1). The effect on H̃∗(ΛS

1
+;Fp) is

1m 7→ 1nm and sm 7→ nsnm. �

Proof of Corollary 6.4. This follows immediately from Proposition 6.3 (2). �
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Proof of Proposition 1.2 and Corollary 6.2. This follows from the homotopy fibra-
tion sequence (6.1) and the calculation of [BM94, Proposition 9.11] that FK(∗)∧p is

(2p−3)-connected and π2p−2FK(∗)∧p = Fp{dα1}. Further we have π∗S
1
+∧FK(∗)∧p =

Fp{β0, γ0} where β0 = 10 ·dα1, γ0 = s0 ·dα1. The same argument works for general
discrete π. �

Proof of Corollary 1.3. This follows from Proposition 1.2 and Corollary 6.4. �

Proof of Corollary 6.5. Suppose that π2p−1 NA
fd
± (∗,M)∧p is finitely generated as a

Zp[N× ∗N×]-module with the generating set A = {a1, . . . , ak} and assume a1 = γ1.
We claim that the following three statements hold

⋃

n∈N×r{1}

Im(Vn(
⊕

i∈N×

Fp{γi})) ⊂
⊕

i∈N×

for i6=pl

Fp{γi}(6.6)

|
⋃

n∈N×

ai∈A

Fn(ai) ∩
⊕

l∈N×

Fp{γpl}| < ∞(6.7)

⋃

n∈N×r{1}

Im(Fn(
⊕

i∈N×

for i6=pl

Fp{γi})) ⊂
⊕

i∈N×

for i6=pl

Fp{γi} ∪
⋃

n∈N×

Fn(Fp{γ1}).(6.8)

The statement (6.6) follows immediately from Proposition 6.3 (2). The statement
(6.7) follows since for any x we have Fn(x) = 0 when n ≥ N(x) for some N(x). To
prove (6.8) let

γm ∈
⊕

i∈N

for i6=pl

Fp{γi}.

Again by Proposition 6.3 (2) we have γm = Vm(zγ1) for some z ∈ Fp. Then

Fn(γm) = FnVm(zγ1)

= gcd(m,n)Fn′Vm′(zγ1)

= gcd(m,n)Vm′Fn′(zγ1)

where gcd(m,n) denotes the greatest common divisor, m = gcd(m,n) · m′ and
n = gcd(m,n) · n′. If m′ = 1 then Fn(γm) ∈

⋃
n∈N×

Fn(Fp{γ1}) and if m′ > 1 then

by (6.6) we have Fn(γm) ∈
⊕

i∈N×

for i6=pl

Fp{γi}.

By (6.6) and (6.8) the subgroup
⊕

i∈N×

for i6=pl

Fp{γi} ⊕
⋃

n∈N×

ai∈A

Fn(ai)

is invariant under the Frobenius and Verschiebung operations. Furthermore all the
generators are contained in this subgroup. But this gives a contradiction since by
(6.7) there are elements in the complement of this subgroup in ⊕n∈N×

Fp{γn}. �
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